METHOD AND APPARATUS FOR LINK CHECK IN PASSIVE OPTICAL NETWORK

Abstract

A method and an apparatus for checking a PON link are provided. The method includes that MEPs are established respectively at the OLT interface of an OLT and the network interfaces of a plurality of gateways to form an access OAM domain; and in the access OAM domain, an Ethernet OAM message is sent between the MEP of the OLT and the MEP of the corresponding gateway to test the continuity of a service link between the OLT interface of the OLT and the corresponding gateway. Thus, the related functions of the ONU are transferred to the OLT, the OLT simulates the UNI of the ONU to enable the Ethernet OAM function and monitors in real time or manually checks the status of the service link from the gateway to the OLT, so that a failure point of an internal service layer of an access node is determined, the cost on the ONU device and the system configuration and administration cost are reduced greatly, and the Ethernet maintenance requirement of an optical access node in the TR101/VLAN architecture is met.
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METHOD AND APPARATUS FOR LINK CHECK IN PASSIVE OPTICAL NETWORK

TECHNICAL FIELD

The present disclosure relates to the technical field of optical communications, in particular to a method and an apparatus for link check in a Passive Optical Network (PON).

BACKGROUND

A method for maintaining an access network based on Ethernet is defined in the Operation Administration and Maintenance (OAM) in the seventh section of the Broadband Forum (BBF) standard TR101. In the section, the following four levels of administration domains are defined based on the method of the IEEE standard 802 lag and in combination with the actual situation of the access network: customer, carrier, intra-carrier and end access link. In each domain, the function of a Maintenance End Point (MEP) is implemented between two endpoints, and the function of a Maintenance Intermediate Point (MIP) is implemented in the middle of a link. An Ethernet OAM message is sent, forwarded and replied between the MEP and the MIP to help to locate a specific failure interrupt area in the Ethernet.

The four administration domains defined in the standard above are mainly to provide an end-to-end method for a carrier in the Ethernet to help the carrier diagnose and determine a link failure. The original access technology is mainly a Digital Subscriber Line (DSL) technology, therefore, an Access Node (AN) mainly behaves as an independent Digital Subscriber Line Access Multiplexer (DSLAM) device. After the PON technology is introduced into the access network, the original separate access node has been expanded into a network which is formed by an Optical Line Terminal (OLT), an Optical Network Unit (ONU) and an Optical Distribution Network (ODN).

For the end-to-end customer domain, all the terminals of the whole network are subjected to Ethernet OAM configuration, as a result, the operation cost of the network is high, and the whole network cannot be applied commercially easily. Whereas, for the whole network, a failure generally occurs in an access network, therefore, to deploy the Ethernet OAM, the most important is to enable an Ethernet OAM function in the access link maintenance domain.

Specifically, for a PON system, the Ethernet OAM between a User Network Interface (UNI) of the ONU and the uplink port of an access Remote Gateway (RG) or a home gateway is especially important. The Ethernet OAM function is generally enabled by the ONU, thus a high requirement is set for the ONU device, and the ONU device is relatively complex to configure and administrate and prone to be configured wrongly. Moreover, each remote gateway or home gateway is different in equipment configuration, so that the construction cost and the operation cost of the whole PON cannot be controlled effectively.

SUMMARY

The main objective of embodiments of the present disclosure is to provide a method and an apparatus for link check in a PON for the diagnosis of a failure on an Ethernet layer between an OLT and a remote gateway device under an ONU.

For this end, an embodiment of the present disclosure provides a method for link check in a PON, including that:

MEPs are established respectively at an OLT interface of an OLT and at network interfaces of a plurality of gateways to form an access OAM domain; and

in the access OAM domain, an Ethernet OAM message is sent between the MEP of the OLT and an MEP of a corresponding gateway to test continuity of a service link between the OLT interface of the OLT and the corresponding gateway.

Preferably, the Ethernet OAM message may carry a Virtual LAN Identifier (VID) corresponding to a virtual LAN property of a user.

Preferably, the step that an Ethernet OAM message is sent between the MEP of the OLT and an MEP of a corresponding gateway to test continuity of a service link between the OLT interface of the OLT and the corresponding gateway may include:

the Ethernet OAM function is enabled for the OLT on a network management platform to trigger a loop check command from the OLT to a corresponding gateway;

the OLT sends a loop check message from the OLT interface to the MEP of the corresponding gateway through the MEP of the OLT according to the loop check command; and

when receiving a loop check response message returned by the corresponding gateway, the OLT indicates success of link check; otherwise, the OLT indicates failure of the link check and reports a link abnormality warning message to the network management platform.

Preferably, the step that an Ethernet OAM message is sent between the MEP of the OLT and an MEP of a corresponding gateway to test continuity of a service link between the interface of the OLT and the corresponding gateway may include:

in the access OAM domain, a link automatic continuity check function is enabled between the MEP of the OLT and the MEP of the corresponding gateway;

the OLT and the corresponding gateway send a continuity check message to each other between the MEP of the OLT and the MEP of the corresponding gateway through a corresponding port;

if the OLT fails to receive the continuity check message from the corresponding gateway, or, if the OLT fails to receive a loop check response message from the corresponding gateway within a predetermined time, then the failure of the link check is indicated, and a link abnormality warning message is reported to the network management platform; otherwise, the success of the link check is indicated.

Preferably, the method may further include:

when the link check is failed, a status of a ONU device in the service link is viewed, or a link tracing command is enabled to locate a specific position of a failure; or, the OLT implements an automatic protection switching function.

Preferably, the method may further include:

in the access OAM domain, a performance testing function is enabled in real time or as required between the MEP of the OLT and the MEP of the corresponding gateway; and

the performance testing function at least includes testing packet loss, time delay, jitter and availability.

Preferably, the gateways may at least include a remote gateway or a home gateway.

An embodiment of the present disclosure further discloses an apparatus for link check in a PON, including:

an establishment module, which is configured to establish MEPs respectively at an OLT interface of an OLT and at network interfaces of a plurality of gateways to form an access OAM domain; and
a testing module, which is configured to, in the access OAM domain, send an Ethernet OAM message between the MEP of the OLT and an MEP of a corresponding gateway to test continuity of a service link between the OLT interface of the OLT and the corresponding gateway.

The establishment module and the testing module may be implemented by a Central Processing Unit (CPU), a Digital Signal Processor (DSP) or a Field Programmable Gate Array (FPGA).

Preferably, the testing module may be further configured to enable an Ethernet OAM function for the OLT on a network management platform to trigger a loop check command from the OLT to the corresponding gateway; the OLT sends a loop check message from the OLT interface to the MEP of the corresponding gateway through the MEP of the OLT according to the loop check command; and when receiving a loop check response message returned by the corresponding gateway, the OLT indicates the success of the link check; otherwise, the OLT indicates the failure of the link check and reports a link abnormality warning message to the network management platform.

Preferably, the testing module may be further configured to, in the access OAM domain, enable a link automatic continuity check function between the MEP of the OLT and the MEP of the corresponding gateway; the OLT and the corresponding gateway send a continuity check message to each other between the MEP of the OLT and the MEP of the corresponding gateway through a corresponding port; if the OLT fails to receive the continuity check message from the corresponding gateway or if the OLT fails to receive a loop check response message from the corresponding gateway within a predetermined time, then the link check is indicated to be failed, and a link abnormality warning message is reported to the network management platform; otherwise, the success of the link check is indicated.

Preferably, the testing module may be further configured to, when the link check is failed, view a status of an ONU device in the service link, or enable a link tracing command to position the specific position of a failure; or, the OLT implements an automatic protection switching function.

Preferably, the testing module may be further configured to, in the access OAM domain, enable a performance testing function in real time or as required between the MEP of the OLT and the MEP of the corresponding gateway, wherein the performance testing function at least includes testing packet loss, time delay, jitter and availability.

Preferably, the gateways may at least include a remote gateway or a home gateway.

According to the method and the apparatus for link check in a PON, in a PON, the related functions of an ONU are transferred to an OLT, the OLT simulates the UNI of the ONU to enable the Ethernet OAM function and monitors in real time or manually checks the status of a service link from the gateway to the OLT, so as to help the carrier determine a failure point on an internal service layer of an access node; thus, the cost of the ONU device is greatly reduced, and the system configuration and the administration cost are reduced, moreover, the construction cost and the operation cost of the whole PON are controlled effectively, and the carrier is facilitated to meet the Ethernet maintenance requirement of an optical access node in the TR101VLAN architecture.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic diagram showing the flow of a method for link check in a PON according to an embodiment of the present disclosure.

FIG. 2 is a schematic diagram showing the architecture of a PON system according to an embodiment of the present disclosure.

FIG. 3 is a schematic diagram showing the operation, maintenance and deployment of Ethernet in a PON according to an embodiment of the present disclosure.

FIG. 4 is a schematic diagram showing the operation and maintenance flow (manually triggered) of Ethernet in a PON according to an embodiment of the present disclosure.

FIG. 5 is a schematic diagram showing the operation and maintenance flow (automatically checked) of Ethernet in another PON according to an embodiment of the present disclosure.

FIG. 6 is a schematic diagram showing the structure of an apparatus for link check in a PON according to an embodiment of the present disclosure.

DETAILED DESCRIPTION

In the embodiments, based on the diagnosis mechanism for the failure of the Ethernet layer between an OLT and a remote gateway device of an ONU, the OLT replaces a plurality of ONUs to complete an OAM function without affecting the operation of the original business, thereby meeting the Ethernet maintenance requirement of an optical access node under the TR101VLAN architecture of the carrier.

As shown in FIG. 1, an embodiment of the present disclosure provides a method for link check in a PON, including the following steps.

Step 101 includes that MEPs are established respectively at the OLT interface of an OLT and the network interfaces of a plurality of gateways respectively to form an access OAM domain.

The embodiment refers to an OAM method for an Ethernet access network which is formed between the OLT and a remote gateway (RG) or a Home Gateway (HGW) (wherein the RG and the HGW are same in status, and only the RG is described below).

The architecture of a PON system mentioned here is as shown in FIG. 2, the PON consists of an OLT, an ODN, an ONU and an RG, wherein a plurality of RGS can be connected under the ONU.

Firstly, an MEP is established at the OLT of the PON, and a plurality of MEPs are established at a plurality of RGS, so as to form an access OAM domain including the MEPs. As shown in FIG. 3, an access OAM domain is established between the OLT and an RG, the OLT and the RG serve as MEP1 and MEP2 respectively, and the ONU optionally serves as an OLT.

Therefore, the access OAM domain defined by the original standard TR101 is transferred from the UNI interface of the ONU to the OLT interface, and the OLT replaces a plurality of ONUs to serve as an OAM terminal to complete the function of an OAM terminal; thus, the ONU does not need to support the Ethernet OAM function any more or optionally supports the function of an OAM intermediate point, so as to reduce the cost of the ONU device.

Step 102 includes that in the access OAM domain, an Ethernet OAM message is sent between the MEP of the OLT and the MEP of the corresponding gateway to test the continuity of a service link between the OLT interface of the OLT and the corresponding gateway.

In the access OAM domain, an Ethernet OAM message is sent between the MEP of the OLT and the MEP of a corresponding gateway, and according to the VLAN prop-
property of a user, a VID corresponding to the VLAN property of the user is carried in the Ethernet OAM message.

For example, if MEP 1 is established at the OLT interface of the OLT, and MEPs 2, 3 . . . N are established at the network interfaces of a plurality of RGs to form an access OAM domain, then MEP 1 may serve as the start point of the test, and another MEP 2 may serve as the end point of the test, and an Ethernet OAM message is sent from the start point to the end point to test the continuity of a service link between a specific RG and the OLT interface.

Preferably, in the embodiment, the OAM of the RGs can be simplified; all the RGs at the same OLT interface are provided with a same peer-end operation and administration terminal so as to implement large-scale Ethernet OAM deployment easily. While in the existing operation and administration access domain defined in the standard TR101, different peer-end operation and administration terminals are configured and it is easy to make a mistake in the configuration, therefore the Ethernet OAM cannot be deployed in a large scale easily.

Preferably, in the solution of the embodiment, the operation and administration of the OLT of the PON can be simplified; and only one operation and administration terminal needs to be configured for one OLT interface. While in the existing operation and administration access domain defined in the TR101, one operation and administration terminal needs to be defined for the UNI of each ONU, and each operation and administration terminal is different, as a result, it is easy to make a mistake in the configuration.

In the embodiment, a network personnel can enable an Ethernet OAM function for the OLT manually on a network management platform to trigger an Ethernet loopback command of the RG or a link-trace command and check the continuity between the OLT and the RG and the specific position of a failure; or, an automatic Continuity Check Message (CCM) can be enabled to monitor the continuity between MEPs and report to the network management platform in real time when finding the failure, and the operating personnel manually interferes or carries out related protection switching operation.

The two application scenarios above are described below in detail.

As shown in FIG. 4, which is a diagram showing the operation and maintenance flow (manually triggered) of Ethernet in a PON according to an embodiment of the present disclosure, specifically including:

step 1: an MEP is established and an internal OAM domain including the MEP is formed at the OLT interface of an optical access node, and a local MEP1 as well as the MEP2, MEP3 . . . MEPN of a plurality of RGs are configured;

step 2: an MEP is established and an internal OAM domain including the MEP is formed in RG1; and a local MEP2 and a peer-end MEP1 (i.e., MEP1 on the corresponding OLT interface) are configured;

similarly, an MEP is established and an internal OAM domain including the MEP is formed at RG2; and a local MEP3 and a peer-end MEP1 (i.e., MEP1 on the corresponding OLT interface) are configured;

step 3: when a network manager finds the abnormality of a service in the RG1, the OLT is triggered on a network management platform to check the loop of the OLT where RG1 is located;

step 4: the OLT sends an LB message at an OLT interface, wherein the destination address is the MAC address of MEP2, and the source address is MEP1 address; and

step 5: if the service link between the OLT and RG1 runs normally, RG1 receives a loop check message from the OLT and sends a loop check response message to the OLT; the OLT, after receiving the loop check response message, considers the link to be normal and indicates the success of the link check; thus, an uplink network device of an optical line device instead of a service link between the OLT and the RG can be determined to be abnormal in service.

If the link between the OLT and RG1 runs abnormally, RG1 will not receive the loop check message or cannot deliver a response message to the OLT device; when failing to receive the loop check response message within a predetermined time, the OLT will show the failure of the loop check and report a link abnormality warning message to the network management platform; and a network manager can locate that the service failure occurs at the link between the OLT and the RG...

In addition, by further checking, the status of the ONU device may be viewed or a link tracing function (the ONU needs to enable the MIP function) may be enabled, to further locate the specific position of the failure.

As shown in FIG. 5, which is a schematic diagram showing the operation and maintenance flow (manually triggered) of Ethernet in another PON according to an embodiment of the present disclosure, specifically including:

step 11: same as step 1 in FIG. 4;

step 12: same as step 2 in FIG. 4;

step 13: a network manager actively enables a continuity link check function and configures a peer-to-peer continuity link check enabling at the OLT and the RG;

step 14: the OLT sends a continuity check message at an OLT interface, wherein the destination address is a multicast address or an MAC address of MEP2, and the source address is the MAC address of MEP1;

the RG sends a continuity check message at an uplink port, wherein the destination address is a multicast address or the MAC address of MEP1, and the source address is the MAC address of MEP2;

step 15: if the link between the OLT and RG1 runs normally, RG1 receives a link continuity check message from the OLT, the OLT also receives a link continuity check message from RG1, and a network management platform will not receive a link abnormality warning message.

If the link between the OLT and RG1 runs abnormally, the link continuity check message sent by RG1 cannot be delivered to the OLT; the OLT, when failing to receive a loop check response message within a predetermined time, will actively report a link abnormality message to the network management platform; and the network manager further manually check the abnormal position of the link or the device implements an automatic protection switching function.

Preferably, in the access OAM domain, a performance testing function, including testing packet loss, time delay, jitter and availability, can be enabled in real time or as required between the operation and maintenance end point of the OLT interface and the operation and maintenance point of the network side interface each of the RG.

In the embodiment, based on the diagnosis mechanism for the failure of the Ethernet layer between the OLT and a remote gateway of the ONU, the OLT replaces a plurality of ONUs to complete an OAM function without affecting the operation of the original service, thus, the carrier is facilitated to meet the Ethernet maintenance requirement of an optical access node under the TR101 VLAN architecture.
As shown in FIG. 6, an embodiment of the present disclosure provides an apparatus for link check in a PON, including an establishment module 201 and a testing module 202, wherein the establishment module 201 is configured to establish MEPs respectively at the OLT interface of an OLT and at the network interfaces of a plurality of gateways to form an access OAM domain; and

the testing module 202 is configured to, in the access OAM domain, send an Ethernet OAM message between the MEP of the OLT and the MEP of the corresponding gateway to test the continuity of a service link between the interface of the OLT and the corresponding gateway.

Specifically, the embodiment refers to an OAM method for an Ethernet access network which is formed between the OLT and an RG or an HGW (wherein the RG and the HGW are same in status, and only the RG is described below). The PON consists of an OLT, an ONU, and an RG, wherein a plurality of RGs can be connected in the ONU.

Firstly, an MEP is established at the OLT of the PON, and a plurality of MEPs are established at a plurality of RGs, so as to form an access OAM domain including the MEPs. As shown in FIG. 3, an access OAM domain is established between the OLT and the RG, and the OLT and the RG serve as MEP1 and MEP2 respectively, and the ONU may optionally serve as a MIP 100.

Therefore, the original access OAM domain defined by the standard TR101 is transferred from the ONU interface of the ONU to the OLT interface, and the OLT replaces a plurality of ONU servers to serve as an OAM terminal to complete the function of the OAM terminal, thus, the ONU does not need to support the Ethernet OAM function anymore or optionally supports the function of an MIP, and accordingly the cost of the ONU is reduced.

Then, in the access OAM domain, an Ethernet OAM message is sent between the MEP of the OLT and the MEP of a corresponding gateway, and according to the VLAN property of a user, a VID corresponding to the VLAN property of the user is carried in the Ethernet OAM message.

For example, if MEP 1 is established at the OLT interface of the OLT, and MEPs 2, 3, ... N are established at the network interfaces of a plurality of SGs to form an access OAM domain, then MEP 1 may serve as the start point for the test, and MEP 2 may serve as the end point for the test, and an Ethernet OAM message is sent from the start point to the end point to test the continuity of a service link between a specific RG and the OLT interface.

Preferably, in the embodiment, the OAM of the RGs can be simplified; all the RGs at the same OLT interface are provided with a same peer-end operation and administration terminal so as to implement large-scale Ethernet OAM deployment easily. While in the existing operation and administration access domain defined in the standard TR101, different peer-end operation and administration terminals are configured and it is easy to make a mistake in the configuration, as a result, the Ethernet OAM cannot be deployed in a large scale easily.

Preferably, in the solution of the embodiment, the operation and administration of the OLT of the PON can be simplified, and only one operation and administration terminal needs to be configured for one OLT interface. While in the existing operation and administration access domain defined in the TR101, one operation and administration terminal needs to be defined for the UNI of each ONU, and the operation and administration terminals are different from each other, it is easy to make a mistake in the configuration.

In the embodiment, a network personnel can enable an Ethernet OAM function for the OLT manually on a network management platform to trigger an Ethernet loopback command of the RG or a link-trace command and check the continuity between the OLT and the RG and the specific position of a failure; or, an automatic Continuity Check Message (CCM) can be enabled to monitor the continuity between each MEP and report to the network management platform in real time when the failure is found, and a personnel manually interferes or carries out related protection switching operation.

The two application scenarios above are described below in detail.

As shown in FIG. 4, which is a diagram showing the operation and maintenance flow (manually triggered) of Ethernet in a PON according to an embodiment of the present disclosure, shown in FIG. 2, step 1: an MEP is established and an internal OAM domain including the MEP is formed at the OLT interface of an optical access node, and the MEP2, MEP3, ... MEPN of a plurality of RGs and a local MEP1 are configured;

step 2: an MEP is established and an internal OAM domain including the MEP is formed in RG1; and a local MEP2 and a peer-end MEP1 (i.e., MEP1 at the corresponding OLT interface) are configured;

similarly, an MEP is established and an internal OAM domain including the MEP is formed at RG2; and a local MEP3 and a peer-end MEP1 (i.e., MEP1 at the corresponding OLT interface) are configured;

step 3: when a network manager finds the abnormality of a service under the RG1, the OLT is triggered on a network management platform to check the loop of the OLT where RG1 is located.

step 4: the OLT sends an LB message at an OLT interface, wherein the destination address is the MAC address of MEP2, and the source address is the address of MEP1; and

step 5: if the service link between the OLT and RG1 runs normally, then RG1 receives a loop check message from the OLT and sends a loop check response message to the OLT; the OLT, after receiving the loop check response message, considers the link to be normal and indicates the success of the link check; thus, an uplink network device of an optical line device, instead of a service link between the OLT and the RG, can be located to be abnormal in service.

If the link between the OLT and RG1 runs abnormally, then RG1 cannot receive the loop check message or deliver a response message to the OLT device; when failing to receive the loop check response message within a predetermined time, the OLT may indicate the failure of the loop check and report a link abnormality warning message to the network management platform; and a network manager can locate the position of the service failure to be at the link between the OLT and the RG.

In addition, the status of the ONU device can be viewed by further checking, or a link tracing function (the ONU needs to enable the MIP function) is enabled, to further locate the specific position of the failure.

As shown in FIG. 5, which is a diagram showing the operation and maintenance flow (manually triggered) of Ethernet in another PON according to an embodiment of the present disclosure, specifically including:

step 11: same as step 1 in FIG. 4;

step 12: same as step 2 in FIG. 4;

step 13: a network manager actively enables a continuity check function and configures a peer-to-peer continuity check enabling on the OLT and the RG;
step 14: the OLT sends a continuity check message at an OLT interface, wherein the destination address is a multicast address, or an MAC address of MEP2, and the source address is the MAC address of MEP1.

the RG sends a continuity check message at an uplink port, wherein the destination address is a multicast address, or the MAC address of MEP1, and the source address is the MAC address of MEP2;

step 15: if the link between the OLT and RG1 runs normally, RG1 receives a link continuity check message from the OLT, the OLT also receives a link continuity check message from RG1, and a network management platform will not receive a link abnormality warning message.

If the link between the OLT and RG1 runs abnormally, the link continuity check message sent by RG1 cannot be delivered to the OLT; the OLT, when failing to receive a loop check response message within a predetermined time, actively reports a link abnormality message to the network management platform; and the network manager further manually checks the abnormal position of the link or the device implements an automatic protection switching function.

Preferably, in the access OAM domain, a performance testing function, including testing packet loss, time delay, jitter and availability, can be enabled in real time or as required between the operation and maintenance end point of the OLT interface and the operation and maintenance point of the network side interface of each RG.

According to the method and the apparatus for link check in a PON, in the PON, the related functions of an ONU are transferred to an OLT, the OLT simulates the UNI of the ONU to enable the Ethernet OAM function and monitors in real time or manually checks the status of a service link from a gateway to the OLT, so as to help a personnel determine a failure point of an internal service layer of an access node; thus, the cost of the ONU device is greatly reduced, and the system configuration and the administration cost are reduced, moreover, the construction cost and the operation cost of the whole PON are controlled effectively, and the personnel is facilitated to meet the Ethernet maintenance requirement of an optical access node in the TR101VLAN architecture.

The above are only the preferred embodiments of the present disclosure, and not intended to limit the scope of protection of claims of the present disclosure.

INDUSTRIAL APPLICABILITY

According to the embodiments, in a PON, the related functions of an ONU are transferred to an OLT, the OLT simulates the UNI of the ONU to enable the Ethernet OAM function and monitors in real time or manually checks the status of a service link from a gateway to the OLT, so as to help the personnel determine a failure point of the internal service layer of an access node; thus, the cost of the ONU device is greatly reduced, and the system configuration and the administration cost are reduced; moreover, the construction and operation cost of the whole PON are controlled effectively, and the personnel is facilitated to meet the Ethernet maintenance requirement of an optical access node in the TR101VLAN architecture.

The invention claims:

1. A method for link check in a Passive Optical Network (PON), comprising: establishing Maintenance End Points (MEPs) respectively at an Optical Line Terminal (OLT) interface of an OLT and at network interfaces of a plurality of gateways to form an access Operation, Administration and Maintenance (OAM) domain, the gateway is connected to an Optical Network Unit (ONU), and the ONU is connected to the OLT through Optical Distribution Network (ODN); and in the access OAM domain, sending an Ethernet OAM message between the MEP of the OLT and an MEP of a corresponding gateway to test continuity of a service link between the OLT interface of the OLT and the corresponding gateway, wherein the step of sending an Ethernet OAM message between the MEP of the OLT and an MEP of a corresponding gateway to test continuity of a service link between the OLT interface of the OLT and the corresponding gateway comprises: when the OLT receives a loop check response message returned by the corresponding gateway, determining, by the OLT, a success of link; otherwise, determining, by the OLT, a failure of the link and reporting a link abnormality warning message to the network management platform;

or in the alternative, wherein the step of sending an Ethernet OAM message between the MEP of the OLT and an MEP of a corresponding gateway to test continuity of a service link between the OLT interface of the OLT and the corresponding gateway comprises: in the access OAM domain, enabling a link automatic continuity check function between the MEP of the OLT and the MEP of the corresponding gateway; sending, by the OLT and the corresponding gateway, a continuity check message to each other between the MEP of the OLT and the MEP of the corresponding gateway through a corresponding port; continuity check message from the corresponding gateway, or, if the OLT fails to receive a loop check response message from the corresponding gateway within a predetermined time, then determining, by the OLT, a failure of link and reporting a link abnormality warning message to a network management platform; otherwise, determining, by the OLT, a success of the link.

2. The method according to claim 1, wherein the Ethernet OAM message carries a Virtual Local Area Network (LAN) Identifier (VID) corresponding to a virtual LAN property of a user.

3. The method according to claim 1, further comprising: when the link is failed, checking a status of the ONU in the service link, or enabling a link tracing command to locate a specific position of a failure; or, implementing, by the OLT, an automatic protection switching function.

4. The method according to claim 3, further comprising: in the access OAM domain, enabling a performance testing function at a predetermined time between the MEP of the OLT and the MEP of the corresponding gateway, wherein the performance testing function at least comprises testing packet loss, time delay, jitter and availability.

5. The method according to claim 1, wherein the gateways at least comprise a remote gateway or a home gateway.

6. The method according to claim 1, further comprising: when the link is failed, checking a status of the ONU in the service link, or enabling a link tracing command to locate a specific position of a failure; or, implementing, by the OLT, an automatic protection switching function.

7. The method according to claim 6, further comprising: in the access OAM domain, enabling a performance testing function at a predetermined time between the MEP of the OLT and the MEP of the corresponding gateway, wherein the performance testing function at least comprises testing packet loss, time delay, jitter and availability.
8. An apparatus for link check in a Passive Optical Network (PON), comprising a processor, wherein the processor is configured to be capable of executing instructions to perform steps comprising: establishing Maintenance End Points (MEPs) respectively at an Optical Line Terminal (OLT) interface of an OLT and at network interfaces of a plurality of gateways to form an access Operation, Administration and Maintenance (OAM) domain, the gateway is connected to an Optical Network Unit (ONU), and the ONU is connected to the OLT through Optical Distribution Network (ODN); and in the access OAM domain, sending an Ethernet OAM message between the MEP of the OLT and an MEP of a corresponding gateway to test continuity of a service link between the OLT interface of the OLT and the corresponding gateway wherein the processor is configured to be capable of executing instructions to perform steps further comprising: enabling an Ethernet OAM function for the OLT on a network management platform to trigger a loop check command from the OLT to the corresponding gateway; the OLT sending a loop check message from the OLT interface to the MEP of the corresponding gateway through the MEP of the OLT according to the loop check command; and when receiving a loop check response message returned by the corresponding gateway, the OLT determining success of link; otherwise, the OLT determining a failure of the link and reports a link abnormality warning message to the network management platform or in the alternative, wherein the processor is configured to be capable of executing instructions to perform steps further comprising: enabling a link automatic continuity check function between the MEP of the OLT and the MEP of the corresponding gateway; the OLT and the corresponding gateway respectively sending a continuity check message to each other between the MEP of the OLT and the MEP of the corresponding gateway through a corresponding port; if the OLT fails to receive the continuity check message from the corresponding gateway or if the OLT fails to receive a loop check response message from the corresponding gate-

way within a predetermined time, then a failure of link is determined, and a link abnormality warning message is reported to a network management platform; otherwise, a success of the link is determined.

9. The apparatus according to claim 8, wherein the processor is configured to be capable of executing instructions to perform steps further comprising: when the link check is failed, checking a status of an ONU in the service link, or enabling a link tracing command to locate a specific position of a failure; or, the OLT implementing an automatic protection switching function.

10. The apparatus according to claim 9, wherein the processor is configured to be capable of executing instructions to perform steps further comprising: in the access OAM domain, enabling a performance testing function at a predetermined time between the MEP of the OLT and the MEP of the corresponding gateway, wherein the performance testing function at least comprises testing packet loss, time delay, jitter and availability.

11. The apparatus according to claim 8, wherein the gateways at least comprise a remote gateway or a home gateway.

12. The apparatus according to claim 8, wherein the processor is configured to be capable of executing instructions to perform steps further comprising: when the link is failed, checking a status of the ONU in the service link, or enabling a link tracing command to locate a specific position of a failure; or, the OLT implementing an automatic protection switching function.

13. The apparatus according to claim 12, wherein the processor is configured to be capable of executing instructions to perform steps further comprising: in the access OAM domain, enabling a performance testing function at a predetermined time between the MEP of the OLT and the MEP of the corresponding gateway, wherein the performance testing function at least comprises testing packet loss, time delay, jitter and availability.

* * * * *