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ABSTRACT

Provided are a method and device for buffer processing in a System on Chip (SoC). The method includes that when a first datum of a first user needs to be buffered, a current storage start address is read, the first datum is stored into a buffer space from the current storage start address, wherein the buffer space occupied by the first datum is a first buffer space; corresponding to the first datum, storage location information including a start address and a space length of the first buffer space is saved, so that when the first datum needs to be read, the first buffer space is located according
to the start address and the space length, and the first datum
is read from the first buffer space; the current storage start
address is updated with a next address of the first buffer
space, so that next data needing to be buffered is buffered
from the updated current storage start address.
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When a first datum of a first user needs to be buffered, a current storage start address is read.

The first datum is stored into a buffer space from the current storage start address, wherein the buffer space occupied by the first datum is a first buffer space.

Corresponding to the first datum of the first user, storage location information including a start address and a space length of the first buffer space is saved, so that when the first datum needs to be read, the first buffer space can be located according to the start address and the space length, and the first datum can be read from the first buffer space.

The current storage start address is updated with a next address of the first buffer space, so that a next datum needing to be buffered can be buffered from the storage start address, thus each buffered datum can consecutively occupy the buffer space.
Fig. 2

S202: The first datum of the first user is stored into the buffer space

S203: The start address and the space length of the first buffer space, and an idle state are saved

S204: The current storage start address is updated with the next address of the first buffer space

S205: The second datum is stored into the buffer space

S206: The start address and the space length of a second buffer space, and an idle state are saved

S207: The current storage start address is updated with a next address of the second buffer space
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<table>
<thead>
<tr>
<th>Data</th>
<th>Start address</th>
<th>Space length</th>
<th>Idle state</th>
</tr>
</thead>
<tbody>
<tr>
<td>Packet 1</td>
<td>st-add.1</td>
<td>len.1</td>
<td>V=1</td>
</tr>
<tr>
<td>Packet 2</td>
<td>st-add.1</td>
<td>len.2</td>
<td>V=1</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Packet N-1</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Packet n</td>
<td>st_add.n</td>
<td>len_n</td>
<td>...</td>
</tr>
</tbody>
</table>
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METHOD AND DEVICE FOR BUFFER PROCESSING IN SYSTEM ON CHIP

TECHNICAL FIELD

The disclosure relates to the field of network storage, and in particular to a method and device for buffer processing in a System on Chip (SoC).

BACKGROUND

A SoC technology integrates a Central Processing Unit/Micro Process Unit (CPU/PU), a Digital Signal Processor (DSP), a hardware accelerator, a memory, a peripheral interface and other subsystems into a chip through bus interconnection. Besides a local private storage/buffer needed for internal data processing, these subsystems often need to share a centralized storage/buffer for a variety of reasons, for example, data interaction buffering is required among these subsystems; for another example, these subsystems share a memory for processing multi-user services.

These centralized buffers shared by multiple sources/multiple users can be one or several storage units physically, such as a Static Random-Access Memory (SRAM), or a Dynamic Random-Access Memory (DRAM), or several combinations of them, but they can be regarded as a shared buffer logically. The shared buffer described below is discussed on a basis that it is logically a storage unit, but actually it physically can be a storage unit or a combination of several storage units.

Like any public resource, sharing a buffer by multiple sources/multiple users needs to consider allocation and management of storage resources.

At present, a method of using a shared buffer in a SoC design is basically dividing the shared buffer into N fragments with the same size; the size of such a fragment is required to be capable of holding the minimum data needed by each source/each user; big data occupies M fragments, wherein M is an integer, and M is less than or equal to N.

This method is disadvantaged in needing a very large storage space to record a use state and storage location information of each fragment. Especially, when the length of the minimum data needed by a system is very short, the space for storage of each fragment is also very small; when big data is stored, many fragments are needed. In addition, this method wastes a shared buffer space, for example, some data are only a little bit bigger than an integral number of fragments, and need to be stored in another single fragment.

SUMMARY

A technical problem to be solved by the disclosure is to provide a method and device for buffer processing in a SoC which can realize better planning and management and economize a buffer space.

For solving the technical problem, an embodiment of the disclosure provides a method for buffer processing in a SoC, which includes that:

when a first datum of a first user needs to be buffered, a current storage start address is read;

the first datum is stored into a buffer space from the current storage start address, wherein the buffer space occupied by the first datum is a first buffer space;

for the first datum, storage location information including a start address and a space length of the first buffer space is saved, so as to locate the first buffer space according to the start address and the space length when the first datum needs to be read, and to read the first datum from the first buffer space; and the current storage start address is updated with a next address of the first buffer space, so as to buffer next data needed to be buffered from the updated current storage start address.

Preferably, after the first datum is stored into the buffer space from the current storage start address, the method further may include that:

an idle state of the first datum is recorded, and it is determined that whether the first datum is released according to the idle state.

Preferably, the method may further include that: a threshold value is set, wherein the threshold value is a buffer space size needed for storing a maximum datum;

when a remaining buffer space behind the current storage start address is smaller than the threshold value, data in the buffer space is arranged by a predetermined method, and a star address of each datum is updated after the arrangement; wherein the predetermined method is selecting from the buffer space an invalid datum stored at the earliest, and consecutively storing, from a start address of the selected invalid datum, valid data behind the selected invalid datum until all the valid data consecutively occupy the buffer space; wherein the invalid datum is a released datum, and the valid data are data not released; and

after the arrangement is completed, the current storage start address is updated with a next address of a last valid datum in the buffer space.

Preferably, the predetermined method may be that:

the invalid datum stored at the earliest is selected from the buffer space, a start address of the selected invalid datum in the buffer space is obtained through storage location information of the selected invalid datum, and the current storage start address is updated with the start address of the selected invalid datum;

a first valid datum behind the selected invalid datum is stored from the updated current storage start address, and storage location information of the first valid datum is updated; and

the current storage start address is updated with a next address of the first valid datum in the buffer space, so as to buffer a next valid data behind the first valid datum from the updated current storage start address until each buffered valid datum is capable of consecutively occupying the buffer space.

Preferably, the method may further include that:

a valid datum which is being read or arranged is locked, to ensure the valid datum not to be read and arranged simultaneously in the locking process.

The disclosure also provides a device for buffer processing in a SoC, including a processor configured to be capable of executing programmed instructions comprising:

reading a current storage start address of a buffer space when a first datum of a first user needs to be buffered, wherein the buffer space is shared by sub-systems in the SoC;

storing the first datum to the buffer space from the current storage start address, wherein the buffer space occupied by the first datum is a first buffer space;

for the first datum, saving storage location information comprising a start address and a space length of the first buffer space, to locate the first buffer space according to the start address and the space length of the first buffer space when the first datum needs to be read and reading the first datum from the first buffer space; and
 updating the current storage start address with a next address of the first buffer space, to buffer next data needed to be buffered from the updated current storage start address.

Preferably, after storing the first datum into the buffer space from the current storage start address, the processor configured to be capable of executing programmed instructions further comprising: recording an idle state of the first datum, and determine whether the first datum is released according to the idle state.

Preferably, the processor configured to be capable of executing programmed instructions further comprising:

setting a threshold value, wherein the threshold value is a buffer space size needed for storing a maximum datum:

when a remaining buffer space behind the current storage start address is smaller than the threshold value, arranging data in the buffer space by a predefined method, and

updating a start address of each datum after the arrangement;

wherein the predefined method is selecting from the buffer space an invalid datum stored at the earliest, and consecutively storing, from a start address of the selected invalid datum, valid data behind the selected invalid datum until all the valid data consecutively occupy the buffer space; wherein the invalid datum is a released datum, and the valid data are data not released;

after the arrangement is completed, updating the current storage start address with a next address of a last valid datum in the buffer space.

Preferably, the processor configured to be capable of executing programmed instructions further comprising:

locking a valid datum which is being read or arranged to ensure the valid datum not to be read and arranged simultaneously in the locking process.

The above technical solution of the disclosure has the following beneficial effects:

compared with the prior art which divides a buffer space into a number of fragments, consecutively storing data in a buffer space can make better use of the buffer space; furthermore, in the prior art, it is needed to record buffer addresses of these fragments for reading data, so the amount of stored information is very large, while in the embodiments of the disclosure, data are consecutively stored into the buffer space, so data can be read as long as the start address of each datum in the buffer space and the space length are recorded, and the amount of stored information depends on the amount of packets.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a diagram of a method for buffer processing according to embodiment 1 of the disclosure;

FIG. 2 is a flowchart of a specific method for buffer processing according to embodiment 1 of the disclosure;

FIG. 3 is a flowchart of arranging a buffer space in the method for buffer processing according to embodiment 1 of the disclosure;

and

FIG. 4 is a diagram of a device for buffer processing according to embodiment 2 of the disclosure.

DETAILED DESCRIPTION

For making the technical problem to be solved by the disclosure, the technical solutions and the advantages of the disclosure more clear, the disclosure is elaborated below with reference to the embodiments and the accompanying drawings.

Embodiment 1

As shown in FIG. 1, a method for buffer processing includes the following steps:

Step 1: when a first datum of a first user needs to be buffered, a current storage start address is read;

Step 2: the first datum is stored into a buffer space from the current storage start address, wherein the buffer space occupied by the first datum is a first buffer space;

Step 3: corresponding to the first datum of the first user, storage location information including a start address and a space length of the first buffer space is saved, so that when the first datum needs to be read, the first buffer space can be located according to the start address and the space length, and the first datum can be read from the first buffer space;

and

Step 4: the current storage start address is updated with a next address of the first buffer space, so that a next datum needing to be buffered can be buffered from the storage start address, thus each buffered datum can consecutively occupy the buffer space.

Compared with the prior art which divides a buffer space into a number of fragments, the method of the present embodiment consecutively stores data into a buffer space, which can make better use of the buffer space; furthermore, in the prior art, it is needed to record buffer addresses of these fragments for reading data, so the amount of stored information is very large, however, in the present embodiment data are consecutively stored into the buffer space, so data can be read as long as the start address of each datum in the buffer space and the space length are recorded, and the amount of stored information depends on the amount of packets.

The method shown in FIG. 1 is elaborated below.

As shown in FIG. 2, the following steps are performed when the first datum of the first user needs to be buffered:

Step S201: the current storage start address st_add.1 is read;

Step S202: the first datum of the first user is stored into the buffer space from the current storage start address st_add.1; the buffer space occupied by the first datum is the first buffer space;

Step S203: the start address (e.g., “st_add.1” shown in FIG. 2) and the space length (e.g., “len.1” shown in FIG. 2) of the first buffer space, and an idle state (e.g., “V” shown in FIG. 2). V=1 indicates the data is not released, and V=0 indicates that the data is released) of the first datum are saved in an additional storage space, so that when the first datum needs to be read, the first buffer space can be located to read the first datum as long as the start address st_add.1 and the space length len.1 of the first buffer space are found;

whether the first datum is released is determined according to the idle state of the first datum;

for enabling each stored datum to consecutively occupy the buffer space, after Step S203 is completed, Step 204 is performed, that is, the current storage start address is updated with the next address of the first buffer space;

at this time, the storage start address should be st_add.2;

when it is needed to continue storing data, for example, a second datum, the following steps may be performed:

Step S205: the second datum is stored into the buffer space from the st_add.2, and the buffer space occupied by the second datum is a second buffer space (shown in FIG. 2); note that, the second datum is not necessarily the datum of the first user needing to be buffered, which may belong to other users;
Step S206: the start address (e.g., "st_add.2" shown in FIG. 2) and the space length (e.g., "len.2" shown in FIG. 2) of the second buffer space, and an idle state (e.g., "V" shown in FIG. 2) of the second datum are saved in the additional storage space; and

Step S207: the current storage start address is updated with a next address of the second buffer space.

After that, other data needing to be stored should be stored into the buffer space according to the above method, so that each buffered datum can consecutively occupy the buffer space, and the start address of each datum and the space length are recorded in the additional storage space.

Because of the limited buffer space, when a certain datum is stored, a remaining buffer space behind the storage start address may not be enough for subsequent storage, while some buffered data have been read and released, and the buffer space which was used for storing those data has been cleared up, then it is needed to arrange the whole buffer space, namely integrating the buffer space which has been cleared up into the remaining buffer space behind the current storage start address; the method includes that:

a threshold value is set, wherein the threshold value is a buffer space size which may be needed for storing a maximum datum;

if a remaining buffer space behind the current storage start address is smaller than the preset threshold value, data in the buffer space are arranged by a predetermined method, and the start address of each datum is updated after the arrangement; wherein the predetermined method is selecting an invalid datum stored at the earliest from the buffer space, and consecutively storing, at the start address of the selected invalid datum, valid data behind the selected invalid datum until all the valid data consecutively occupy the buffer space; wherein the invalid datum is the released datum; the valid data is the data not released.

The predetermined method is elaborated below.

As shown in Fig. 3, 6 data have been stored in the buffer space, it can be known from the idle state recorded in the additional storage space that the data 2 and 5 are invalid data (namely the idle state V=0), which have been released, and the buffer spaces where they are also cleared up; the data 1, 2, 3, 4 and 6 are valid data (namely the idle state V=1), and they are not released in the buffer space.

When an instruction is received to store the datum 7, a threshold value is preset, wherein the threshold value is a space size needed for storing a maximum datum; if the remaining buffer space is smaller than the preset threshold value, then it is indicated that the buffer space not used currently cannot store the data 7, and it is needed to arrange the buffer space, which includes the following steps:

Step S11: the current storage start address is updated with the start address of the datum 2; the datum 3 is stored from the start address of the datum 2 (namely moving up the buffer space corresponding to the datum 3 for a distance, wherein the distance is equal to the space length of the datum 2), and the start address of the datum 2 recorded in the additional storage space is updated;

Step S21: the current storage start address is updated with the next address of the buffer space where the datum 3 is; the datum 4 is stored at the storage start address, and the start address of the datum 4 in the additional storage space is updated;

Step S31: the current storage start address is updated with the next address of the buffer space where the datum 4 is; the datum 6 is stored at the storage start address, so that the buffer space corresponding to the data 2 and 5 is integrated into the remaining buffer space behind the current storage start address; and then the start address of the datum 6 in the additional storage space is updated; and

Step S41: after arrangement of the buffer space is completed, the datum 7 is stored. Note that, all the valid data should consecutively occupy the buffer space.

In addition, when target data need to be read, the target data being arranged may be read mistakenly due to the change of its location in the buffer space. For solving such a problem, a valid datum which is being read or arranged may be locked, so that the valid datum cannot be read and arranged simultaneously in the locking process. For example, when the datum 3 is being arranged, it can be locked, and it will not be unlocked until arrangement is completed; when the datum 3 is being locked, a reading request cannot be received, thereby preventing an arrangement process from disturbing a reading process.

The method of the present embodiment has the following beneficial effects:
1. consecutively storing data into the buffer space can make better use of the buffer space, thereby saving resources;
2. arranging the buffer space, integrating the buffer space which has been cleared up into the remaining buffer space behind the current storage start address, keeping that all the valid data have consecutively occupied the buffer space and that more data can be stored in a limited buffer space, thereby further saving resources; and
3. in the prior art, the whole buffer space is divided into a number of fragments, some big data are saved by many fragments, and it is needed to record buffer addresses of these fragments for reading data, so the amount of stored information is very large, while in the present embodiment, the buffer space consecutively stores the data, so reading can be implemented by only reading the start address of each valid datum in the buffer space and the space length.

Embodiment 2

As shown in FIG. 4, a device for buffer processing includes:
a storage start address reading module 41, which is configured to read the current storage start address when the first datum of the first user needs to be buffered;
a buffering module 42, which is configured to store the first datum into the buffer space from the current storage start address, wherein the buffer space occupied by the first datum is the first buffer space;
a storage data managing module 43, which is configured to, corresponding to the first datum of the first user, save the storage location information including the start address and the space length of the first buffer space, so that when the first datum needs to be read, the first buffer space can be located according to the start address and the space length, and the first datum can be read from the first buffer space; and
a storage start address updating module 44, which is configured to update the current storage start address with the next address of the first buffer space, so that a next datum needing to be buffered can be buffered from the storage start address, thus each buffered datum can consecutively occupy the buffer space.

In addition, the storage data managing module 43 can also record the idle state of the first datum, and determine whether the first datum is released according to the idle state. Because of the limited buffer space, when a certain datum is stored, the remaining buffer space behind the storage start address may not be enough for subsequent storage, while
some buffered data have been read and released, and the buffer space corresponding to them has been cleared up, then it is needed to arrange the whole buffer space.

Thus, the device may further include an arrangement module, wherein,

the arrangement module will set a threshold value, and the threshold value is a buffer space size which may be needed for storing a maximum datum; if the remaining buffer space behind the current storage start address is smaller than the preset threshold value, the data in the buffer space are arranged by the predetermined method, and the start address of each datum is updated after the arrangement; wherein the predetermined method is selecting an invalid datum stored at the earliest from the buffer space, and consecutively storing, at the start address of the selected invalid datum, the valid data after the datum stored at the earliest until all the valid data consecutively occupy the buffer space; wherein the invalid datum is the released datum, and the valid data is the data not released. After the arrangement is completed, the storage start address updating module updates the current storage start address with the next address of the last valid datum in the buffer space.

The predetermined method is specifically selecting an invalid datum stored at the earliest from the buffer space, obtaining, through the storage location information of the selected invalid datum, the start address of the selected invalid datum in the buffer space, and updating the current storage start address with the start address of the selected invalid datum; storing the first valid datum behind the invalid datum from the storage start address, and updating the location information of the first valid datum; and updating the current storage start address with the next address of the first valid datum in the buffer space, so that the next valid datum behind the first valid datum can be buffered again from the storage start address, until each buffered valid datum can consecutively occupy the buffer space.

For preventing the arrangement module from disturbing reading of the data in the buffer space in the arrangement process, the device may further include a locking module; the locking module can lock a valid datum which is being read or arranged, so that the valid datum cannot be read and arranged simultaneously in the locking process.

In a practical application, the storage start address reading module, the buffering module, the storage location managing module, the storage start address updating module, the arrangement module and the locking module can be implemented by a CPU, a DSP or a Field-Programmable Gate Array (FPGA) in the device for buffer processing.

The method of the present embodiment has the following beneficial effects:

1. consecutively storing the data into the buffer space can make better use of the buffer space, thereby saving resources;
2. arranging the buffer space, integrating the buffer space which has been cleared up into the remaining buffer space behind the current storage start address and keeping that all the valid data have consecutively occupied the buffer space and more data can be stored in a limited buffer space, thereby further saving resources; and
3. in the prior art, the whole buffer space is divided into a number of fragments, some big data are saved by many fragments, and it is needed to record buffer addresses of these fragments for reading data, so the amount of stored information is very large, but in the present embodiment, the buffer space consecutively stores the data, so reading can be implemented by only recoding the start address of each valid datum in the buffer space and the space length.

The above are only the preferred embodiments of the disclosure. It should be noted that, without departing from the principles of the disclosure, the common skilled in the art may also make a number of improvements and supplements, and these improvements and supplements shall fall within the scope of the claims of the disclosure.

What is claimed is:

1. A method for buffer processing in a System on Chip, SOC, comprising:

when a first datum of a first user needs to be buffered, reading a current storage start address of a buffer space, which is shared by sub-systems in the SOC;

storing the first datum into the buffer space from the current storage start address, wherein the buffer space occupied by the first datum is a first buffer space;

for the first datum, saving storage location information comprising a start address and a space length of the first buffer space, to locate the first buffer space according to the start address and the space length of the first buffer space when the first datum needs to be read, and reading the first datum from the first buffer space; and

updating the current storage start address with a next address of the first buffer space, to buffer next data needing to be buffered from the updated current storage start address;

wherein after storing the first datum into the buffer space from the current storage start address, recording an idle state of the first datum, and determining whether the first datum is released according to the idle state;

setting a threshold value, wherein the threshold value is a buffer space size needed for storing a maximum datum; when a remaining buffer space behind the current storage start address is smaller than the threshold value, arranging data in the buffer space by a predefined method, and updating a start address of each datum after the arrangement; wherein the predefined method is selecting from the buffer space an invalid datum stored at the earliest, and consecutively storing, from a start address of the selected invalid datum, valid data behind the selected invalid datum until all the valid data consecutively occupy the buffer space; wherein the invalid datum is a released datum, and the valid data are data not released; and

after the arrangement is completed, updating the current storage start address with a next address of a last valid datum in the buffer space.

2. The method according to claim 1, wherein the predefined method is:

selecting the invalid datum stored at the earliest from the buffer space, obtaining, through storage location information of the selected invalid datum, the start address of the selected invalid datum in the buffer space, and updating the current storage start address with the start address of the selected invalid datum;

storing a first valid datum behind the selected invalid datum from the updated current storage start address, and updating storage location information of the first valid datum; and

updating the current storage start address with a next address of the first valid datum in the buffer space, to buffer a next valid datum behind the first valid datum from the updated current storage start address until each buffered valid datum is capable of consecutively occupying the buffer space.
3. The method according to claim 1, further comprising: locking a valid datum which is being read or arranged to ensure the valid datum not to be read and arranged simultaneously in the locking process.

4. The method according to claim 1, further comprising: locking a valid datum which is being read or arranged to ensure the valid datum not to be read and arranged simultaneously in the locking process.

5. The method according to claim 1, further comprising: locking a valid datum which is being read or arranged to ensure the valid datum not to be read and arranged simultaneously in the locking process.

6. The method according to claim 2, further comprising: locking a valid datum which is being read or arranged to ensure the valid datum not to be read and arranged simultaneously in the locking process.

7. A device for buffer processing in a System on Chip, SOC, comprising a processor configured to be capable of executing programmed instructions comprising:
   reading a current storage start address of a buffer space when a first datum of a first user needs to be buffered, wherein the buffer space is shared by sub-systems in the SOC;
   storing the first datum into the buffer space from the current storage start address, wherein the buffer space occupied by the first datum is a first buffer space;
   for the first datum, saving storage location information comprising a start address and a space length of the first buffer space, to locate the first buffer space according to the start address and the space length of the first buffer space when the first datum needs to be read and reading the first datum from the first buffer space; and
   updating the current storage start address with a next address of the first buffer space, to buffer next data needing to be buffered from the updated current storage start address;
   wherein after storing the first datum into the buffer space from the current storage start address, recording an idle state of the first datum, and determine whether the first datum is released according to the idle state;
   setting a threshold value, wherein the threshold value is a buffer space size needed for storing a maximum datum;
   when a remaining buffer space behind the current storage start address is smaller than the threshold value, arranging data in the buffer space by a predefined method, and updating a start address of each datum after the arrangement; wherein the predefined method is selecting from the buffer space an invalid datum stored at the earliest, and consecutively storing, from a start address of the selected invalid datum, valid data behind the selected invalid datum until all the valid data consecutively occupy the buffer space; wherein the invalid datum is a released datum, and the valid data are data not released; and
   after the arrangement is completed, updating the current storage start address with a next address of a last valid datum in the buffer space.

8. The device according to claim 7, the processor configured to be capable of executing programmed instructions further comprising:
   locking a valid datum which is being read or arranged to ensure the valid datum not to be read and arranged simultaneously in the locking process.

9. The device according to claim 7, the processor configured to be capable of executing programmed instructions further comprising:
   locking a valid datum which is being read or arranged to ensure the valid datum not to be read and arranged simultaneously in the locking process.

10. The device according to claim 7, the processor configured to be capable of executing programmed instructions further comprising:
   locking a valid datum which is being read or arranged to ensure the valid datum not to be read and arranged simultaneously in the locking process.