ABSTRACT

The present disclosure provides a method and a server for discriminating a malicious attribute of a program. The method includes: acquiring action data of a program at a client (101); acquiring a malicious action and a malicious action value of the program according to the action data of the program and the sample data stored locally (102), wherein the sample data includes a malicious program sample set and a non-malicious program sample set, and the malicious action value reflects a malicious degree of the malicious action; determining a malicious attribute of the program according to the malicious action and/or the malicious action value of the program (103). The provided method and server can determine the malicious attribute of a report file which does not have the same sample in the background.
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METHOD AND SERVER FOR
DISCRIMINATING MALICIOUS ATTRIBUTE
OF PROGRAM

PRIORITY DECLARATION

[0001] The present disclosure claims priority to the Chinese patent application No. 2011102431215, entitled "METHOD AND SERVER FOR DISCRIMINATING MALICIOUS ATTRIBUTE OF PROGRAM" filed on Aug. 23, 2011, the applicant is Tencent Technology (Shenzhen) Co., Ltd. The full text of the application is expressly incorporated by reference herein.

TECHNICAL FIELD

[0002] The present disclosure relates to the field of internet communication, and in particular to a method and a server for discriminating a malicious attribute of a program.

BACKGROUND

[0003] In the existing virus scanning programs, such as the Trojan cloud security function of the computer manager, only about 20% of the independent report files (the independent report files refer to the mutually different files which are reported from the client and are killed) can determine the black and white attributes. In the remaining 80% of the independent report files, 50% of the files are grey independent report files, i.e. the same sample of the files is stored in the virus scanning background, but whether the attribute is black or white (i.e. whether the file is a virus file) is not determined by scanning via the antivirus software; the remaining 30% of the independent report files do not have the same sample file in the virus scanning background, and cannot implement scanning of the antivirus software set to determine the attribute.

[0004] From the above description, it can be seen that the current Trojan cloud security technology collects the suspicious Portable Executive (pe) files uploaded by the users participating in the tolerance plan, and scans the suspicious pe files by the antivirus software, so as to acquire the black, white and grey attributes of the pe files to be scanned according to the previously designated scanning rules.

[0005] However, the disadvantage of the method is that: if no corresponding sample of the report file exists in the background, the black, white and grey attributes cannot be acquired when the user implements cloud scanning; although another part of pe files exist in the background, the black, white and grey attributes of the files cannot be acquired via the existing scanning model.

SUMMARY

[0006] The technical problem to be solved by the embodiment of the present disclosure is to provide a method and a server for discriminating a malicious attribute of a program, capable of discriminating the malicious attribute of the report files without the same sample in the background.

[0007] In order to solve the above technical problem, the embodiment of the present disclosure provides a method for discriminating the malicious attribute of the program, including: acquiring action data of the program at a client; acquiring a malicious action and a malicious action value of the program according to the action data of the program and the sample data stored locally, wherein the sample data includes a malicious program sample set and a non-malicious program sample set, and the malicious action value reflects a malicious degree of the malicious action; determining a malicious attribute of the program according to the malicious action and/or the malicious action value of the program.

[0008] Correspondingly, the embodiment of the present disclosure also provides a server for discriminating the malicious attribute of the program, including: a customer data acquisition unit, configured to acquire action data of the program at a client; an action data acquisition unit, configured to acquire a malicious action and a malicious action value of the program according to the action data of the program and the sample data stored locally, wherein the sample data includes a malicious program sample set and a non-malicious program sample set, and the malicious action value reflects a malicious degree of the malicious action; a determination unit, configured to determine the malicious attribute of the program according to the malicious action and/or malicious action value of the program.

[0009] In the embodiment of the present disclosure, the action data of the program is acquired, and then it is determined which actions are malicious actions according to other sample data in the background, so as to determine the malicious attribute of the program. Therefore, the embodiment of the present disclosure can determine the malicious attribute of the program in the case that the background does not have the same sample, and thereby improving the virus scanning efficiency of the system.

BRIEF DESCRIPTION OF THE DRAWINGS

[0010] In order to describe the embodiments of the present disclosure or the technical solutions in the prior art more clearly, the drawings required for describing the embodiments of the present disclosure or prior art are briefly introduced below. Obviously, the drawings in the following description are only some embodiments of the present disclosure, for persons ordinary skilled in the art, other drawings can also be obtained according to these drawings without any inventive work.

[0011] FIG. 1 shows a specific flow diagram of a method for discriminating a malicious attribute of a program according to an embodiment of the present disclosure;

[0012] FIG. 2 shows a specific flow diagram of discriminating a malicious attribute of a program according to an embodiment of the present disclosure;

[0013] FIG. 3 shows a structural diagram of a server for discriminating a malicious attribute of a program in accordance to an embodiment of the present disclosure;

[0014] FIG. 4 shows another structural diagram of a server for discriminating a malicious attribute of a program according to an embodiment of the present disclosure.

DETAILED DESCRIPTION

[0015] The technical solutions in the embodiments of the present disclosure will be clearly and completely described below with reference to the drawings in the embodiments of the present disclosure. It should be appreciated that the described embodiments are only part of the embodiments of the present disclosure, instead of all embodiments. Based on the embodiments provided in the present disclosure, all other embodiments, which can be anticipated by persons of ordinary skilled in the art without any inventive work, should also fall within the scope of the present disclosure.
In the embodiment of the present disclosure, the action data of the program generated at the client is acquired. Meanwhile, in the existing program samples of the virus scanning background, various malicious actions and malicious action values are defined according to the existing sample. After the action data of the program sent from the client is acquired, it can be determined whether there is a malicious action in the program and the malicious action value of the malicious action, and thereby realizing the determination of the malicious attribute of the program.

As shown in FIG. 1, a method for discriminating the malicious attribute of the program in the embodiment of the present disclosure includes the following steps:

Step 100, acquiring a malicious action set according to the sample data stored locally, and acquiring a malicious action value of the malicious action in the malicious action set. This step is optional, i.e. the system can define which actions are the malicious actions, and can define the malicious degree of the malicious actions according to the sample data in advance.

This step is a sample training process, which can specifically adopt a plurality of sample training modes to determine the malicious action, such as the weighting method. The embodiment of the present disclosure also provides a specific sample training mode, as described below.

First: in the training process, it is determined whether the attribute of each user action is malicious or normal. There are many methods for extracting the actions with positive and negative attributes: extraction based on frequency, chi-squared statistics, information gain or the like. These methods are originally used in the text filtering, for example, some specific embodiments of the present disclosure use the idea of the feature extraction algorithm: the generality of all methods is to extract the user action which can best represent a certain category. Based on the same principle, the embodiment of the present disclosure can extract the actions with different attributes based on the frequency difference that the specified action appears in the malicious sample set and the normal sample set, and different feature extraction methods may be adopted subsequently.

Second: scoring for each of the malicious actions. The scoring method is to preliminary acquire the score of the action according to the frequency difference of one user action appearing in the malicious pe file and the normal pe file. Namely, when it is determined that the number of samples in the malicious program sample set (the programs in this set have been determined as the malicious programs) and the non-malicious program sample set (the programs in this set have been determined as the non-malicious programs) is the same, then it can be determined whether the action is the malicious action according to the formula (1), and the malicious index $\text{Action}_{i,\text{mal}}$ of the malicious action can also be acquired.

$$\text{Action}_{i,\text{mal}} = (\text{Action}_{i,\text{mal}} - \text{Action}_{i,\text{non}})$$  \hspace{1cm} (1)

Where, $\text{Action}_{i,\text{mal}}$ represents the frequency of occurrence of the action i in the malicious program sample set, $\text{Action}_{i,\text{non}}$ represents the frequency of occurrence of the action i in the non-malicious program sample set; the action i is determined to be the malicious action when the malicious index $\text{Action}_{i,\text{mal}}$ of the action i is greater than a preset threshold. Thus, a malicious action set can be formed by determining all the actions in the sample data, and acquiring all the malicious actions; the malicious action also can be assigned to acquire the malicious action value, this action value is set according to the malicious degree.

The principle of the above method is that, the larger the difference of frequency of generating a certain client action in the two sets is, the higher the probability of the client action appearing in the malicious program sample set is, and the more dangerous the action is proved to be, so the action has high risk.

The malicious action value also can be continuously updated. That is, in the testing process, the filtering threshold of the malicious sample is determined.

First: the initial filtering threshold can be determined by adopting the method specified in the embodiment of the disclosure to score for all the training samples, and determining the sum of the malicious action values of all the training samples. Sequentially specifying an initial filtering threshold, the sample is determined to be the black sample when the sum of the scores of the malicious action of one sample exceeds the specified threshold of the training sample during testing.

Second: the methods in the embodiment of the present disclosure have excellent expansibility. When a new malicious action is determined, the malicious action can be added to the malicious action library, and an initial value is specified. And then the score of the action is determined by relearning. For example, the following specific learning process is adopted.

Randomly extracting 100 files which have the user actions to be scored, the new score of a certain action is equal to the product of the original score and the rate of change. The rate of change can be both positive and negative numbers. If the proportion of scanning black samples from the 100 files today is greater than the proportion of yesterday, the rate of change is a positive number; otherwise, if the black scanning rate is continuously reduced, it can be considered that the malicious rate of the action is gradually reduced, the rate of change is a negative number. Through long-term operations, an appropriate score can be made for each of the malicious actions, and can finally tend to be stable.

In order to achieve a better learning purpose, different user action classification methods and scoring strategies can be adopted to implement learning, and the method with better filtering effect will be adopted.

For example, the malicious action is determined according to the following formulas (2) and (3):

$$\text{score}_{\text{new}} = \text{score}_{\text{old}} \times (1 + \text{rate})$$  \hspace{1cm} (2)

$$\text{rate} = \text{IsBlack}_{\text{today}} - \text{IsBlack}_{\text{yesterday}}$$  \hspace{1cm} (3)

Where, $\text{score}_{\text{new}}$ represents a new malicious action value of the malicious action i, $\text{score}_{\text{old}}$ represents the existing malicious action value of the malicious action i, $\text{IsBlack}_{\text{today}}$ represents the rate of change of the malicious action i, $\text{IsBlack}_{\text{yesterday}}$ represents the percentage of malicious action of the malicious action i recorded currently (for example, recorded today), $\text{IsBlack}_{\text{yesterday}}$ represents the percentage of malicious action of the malicious action i recorded previously (for example, recorded yesterday).

Generally, if in the top ten of the files that are scanned to have malicious action i, the sample proportion (also named as black scanning rate) of the files being the malicious files (black files) is greater than that of yesterday, the rate of change of the malicious action i is a positive number; otherwise, if the black scanning rate is continuously reduced, it can be considered that the malicious rate of the
action is gradually reduced, the rate of change of the malicious action is a negative number.

[0032] In addition, the above method not only can extract the malicious action, but also can score for the white actions; if the sum of the scores of the white attributes of the files to be determined exceeds a certain threshold, the file is determined to be white. And during the actual use, the discrimination strategy of the malicious action and the threshold during the discrimination can be continuously updated.

[0033] Step 101, acquiring the action data of the program at the client. The action data can only include the identification of the action which has been defined by the system, and also can include various descriptions of the action.

[0034] Step 102, acquiring the malicious action and the malicious action value of the program according to the action data of the program and the sample data stored locally, wherein, the sample data includes the malicious program sample set and the non-malicious program sample set, the malicious action value reflects the malicious degree of the malicious action.

[0035] Step 103, determining the malicious attribute of the program according to the malicious action and/or malicious action value of the program. Certainly, in this step, the malicious attribute of the program is determined only by determining whether the program includes the malicious action; once there is a malicious action or a specific malicious action, the program is determined to be the malicious program. Thus, in the preceding steps, the determination can be made once the malicious action of the program is acquired. However, such determination is relatively rough. The determination also can be implemented according to the following modes.

[0036] When any of the malicious action values of the program is greater than the high-risk threshold, the program is determined to be the malicious program, for example, if a program allows the operations such as remote control or direct modification of the domain name files, then the program can be directly determined to be the malicious program.

[0037] When no malicious action value of the program is greater than the high-risk threshold, but the sum of the malicious action values of all the malicious actions of the program is greater than the total malicious threshold, the program is determined to be the malicious program.

[0038] As shown in FIG. 2, the process of determining the program attribute according to the above threshold may include: acquiring the program executable file, and determining whether the file is a malicious file; if yes, returning to the client that the program is a malicious program; if not, determining whether there is an obvious malicious action, if there is, returning to the client that the program is a malicious program; otherwise, determining whether there is a normal malicious action, i.e. determining whether any of the malicious action values of the program is greater than the high-risk threshold, if there is a normal malicious action, returning to the client that the program is a malicious program, otherwise, determining whether the total malicious threshold has been exceeded, i.e. determining whether the sum of the malicious action values of all the malicious actions of the program is greater than the total malicious threshold; if the total malicious threshold has been exceeded, returning to the client that the program is a malicious program; otherwise, returning to the client that the program is a non-malicious program. It can understand that all the thresholds can be adjusted according to the actual situations.

[0039] The above method in this embodiment can be used as a supplement for the existing cloud killing, i.e. for the program which has the same sample in the background, the attribute of the program can be directly determined according to the attribute of the sample. However, for the program which does not have the same sample in the background, the attribute of the program can be determined according to the above method. Therefore, this method can be used for a cloud engine virus scanning system.

[0040] Correspondingly, the embodiment of the present disclosure also provides a server for discriminating the malicious attribute of the program, as shown in FIG. 3, the server 3 includes: a customer data acquisition unit 30, configured to acquire the action data of the program at the client; an action data acquisition unit 32, configured to acquire the malicious action and the malicious action value of the program according to the action data of the program and the sample data stored locally, wherein the sample data includes the malicious program sample set and the non-malicious program sample set, the malicious action value reflects the malicious degree of the malicious action; a determination unit 34, configured to determine the malicious attribute of the program according to the malicious action and/or malicious action value of the program.

[0041] Wherein the determination unit 34 is further configured to determine that the program is a malicious program when any of the malicious action values of the program is greater than the high-risk threshold, and determine that the program is a malicious program when no malicious action value of the program is greater than the high-risk threshold, but the sum of the malicious action values of all the malicious actions of the program is greater than the total malicious threshold.

[0042] As shown in FIG. 4, the server 3 can further include an action judgement unit 36, configured to judge which actions of the existing actions are the malicious actions according to the samples in the malicious program sample set and the non-malicious program sample set in the sample data, or the malicious action value may also be included.

[0043] If the number of the samples in the malicious program sample set and the non-malicious program sample set of the sample data is the same, the judgement unit 36 also can be configured to acquire the malicious index Action_new of the action according to the samples in the malicious program sample set and the non-malicious program sample set in the sample date and the formula (1).

[0044] As shown in FIG. 4, the server 3 also can further include a new malicious action value acquisition unit 38, configured to acquire the new malicious action value according to the existing malicious action value; the malicious action value is determined according to the above formulas (2) and (3), where, score_new represents a new malicious action value of the malicious action i, score_old represents the existing malicious action value of the malicious action i, rate represents the rate of change of the malicious action. IsBlack_today_rate represents the percentage of malicious action of the malicious action i and recorded currently, IsBlack_yesterday_rate represents the percentage of malicious action of the malicious action i and recorded previously.

[0045] In the embodiment of the disclosure, though acquiring the action data of the program, and determining which actions of the program are the malicious actions according to the other sample data in the background, and thus the malicious attribute of the program can be determined. Therefore,
the embodiment of the present disclosure can determine the malicious attribute of the program in the case that the background does not have the same sample, thus the virus scanning efficiency of the system can be improved.

[0046] Those of ordinarily skilled in the art should be appreciated that all or part of the flows in the above exemplary embodiment can be accomplished by instructing relevant hardware through a computer program. The program can be stored in a computer-readable storage medium. When the program is executed, the flows of the embodiment of each method can be included. The storage medium can be a disk, a compact disk, a Read-Only Memory (ROM), a Random Access Memory (RAM) or the like. The above is only the preferred embodiment of the present disclosure and not intended to limit the scope of the present disclosure. Any equivalent variations according to the claims of the present disclosure should be within the scope of the present disclosure.

1. A method for discriminating a malicious attribute of a program, wherein the method comprises:
   1) acquiring action data of the program at a client;
   2) acquiring a malicious action and a malicious action value of the program according to the action data of the program and the sample data stored locally, wherein the sample data includes a malicious program sample set and a non-malicious program sample set, and the malicious action value reflects a malicious degree of the malicious action;
   3) determining a malicious attribute of the program according to the malicious action and/or the malicious action value of the program.

2. The method according to claim 1, wherein the method also comprises:
   1) acquiring a malicious action set according to the sample data stored locally, and acquiring a malicious action value of a malicious action in the malicious action set.

3. The method according to claim 2, wherein the numbers of samples in the malicious program sample set and the non-malicious program sample set in the sample data are the same, the malicious action is selected according to the following formula: Action_{post} = Action_{post}, Action_{neg} represents the frequency of occurrence of an action i in the malicious program sample set, Action_{neg} represents the frequency of occurrence of the action i in the non-malicious program sample set, the action i is determined to be the malicious action when Action_{rev} is greater than a preset threshold.

4. The method according to claim 2, wherein, the malicious action value is determined according to the following formula:
   score_{new} = score_{old} \times (1 + rate_{\text{rev}})
   IsBlack \_today \_rate = IsBlack \_yesterday \_rate
   where, score_{new} represents a new malicious action value of the malicious action i, score_{old} represents the existing malicious action value of the malicious action i, rate_{\text{rev}} represents the rate of change of the malicious action i, IsBlack \_today \_rate represents the percentage of malicious action of the malicious action i recorded currently, IsBlack \_yesterday \_rate represents the percentage of malicious action of the malicious action i recorded previously.

5. The method according to claim 1, wherein the step of determining the malicious attribute of the program according to the malicious action and/or the malicious action value of the program comprises:
   determining that the program is a malicious program when any of the malicious action values of the program is greater than a high-risk threshold;
   determining that the program is a malicious program when no malicious action value of the program is greater than the high-risk threshold, but the sum of the malicious action values of all the malicious actions of the program is greater than a total malicious threshold.

6. The method according to claim 1, wherein the method is used in a cloud engine virus scanning system.

7. A server for discriminating a malicious attribute of a program, wherein the server comprises:
   a customer data acquisition unit, configured to acquire action data of the program at a client;
   an action data acquisition unit, configured to acquire a malicious action and a malicious action value of the program according to the action data of the program and the sample data stored locally, wherein the sample data includes a malicious program sample set and a non-malicious program sample set, and the malicious action value reflects a malicious degree of the malicious action;
   a determination unit, configured to determine the malicious attribute of the program according to the malicious action and/or malicious action value of the program.

8. The server according to claim 7, wherein the numbers of samples in the malicious program sample set and the non-malicious program sample set in the sample data are the same, and the server further comprises an action judgement unit configured to acquire a malicious index of the action according to the samples in the malicious program sample set and the non-malicious program sample set in the sample data and the following formula: Action_{new} = Action_{neg} - Action_{rev}, where, Action_{post} represents the frequency of occurrence of the action i in the malicious program sample set, Action_{neg} represents the frequency of occurrence of the action i in the non-malicious program sample set, and Action_{rev} represents the malicious index;
   the action judgement unit is configured to determine that the action i is the malicious action when Action_{rev} is greater than a preset threshold.

9. The server according to claim 7, wherein the server further comprises a new malicious action value acquisition unit, configured to acquire a new malicious action value according to the existing malicious action value, the malicious action value is determined according to the following formula:
   score_{new} = score_{old} \times (1 + rate_{\text{rev}})
   rate_{\text{rev}} = IsBlack \_today \_rate \times IsBlack \_yesterday \_rate
   where, score_{new} represents a new malicious action value of the malicious action i, score_{old} represents the existing malicious action value of the malicious action i, rate_{\text{rev}} represents the rate of change of the malicious action i, IsBlack \_today \_rate represents the percentage of malicious action of the malicious action i recorded currently, IsBlack \_yesterday \_rate represents the percentage of malicious action of the malicious action i recorded previously.

10. The server according to claim 7, wherein the determination unit is configured to determine that the program is a malicious program when any of the malicious action values of the program is greater than the high-risk threshold; and determining that the program is a malicious program when no malicious action value of the program is greater than
the high-risk threshold, but the sum of the malicious action values of all the malicious actions of the program is greater than a total malicious threshold.

11. The method according to claim 2, wherein the step of determining the malicious attribute of the program according to the malicious action and/or the malicious action value of the program comprises:
   determining that the program is a malicious program when any of the malicious action values of the program is greater than a high-risk threshold;
   determining that the program is a malicious program when no malicious action value of the program is greater than the high-risk threshold, but the sum of the malicious action values of all the malicious actions of the program is greater than a total malicious threshold.

12. The method according to claim 3, wherein the step of determining the malicious attribute of the program according to the malicious action and/or the malicious action value of the program comprises:
   determining that the program is a malicious program when any of the malicious action values of the program is greater than a high-risk threshold;
   determining that the program is a malicious program when no malicious action value of the program is greater than the high-risk threshold, but the sum of the malicious action values of all the malicious actions of the program is greater than a total malicious threshold.

13. The method according to claim 4, wherein the step of determining the malicious attribute of the program according to the malicious action and/or the malicious action value of the program comprises:
   determining that the program is a malicious program when any of the malicious action values of the program is greater than a high-risk threshold;
   determining that the program is a malicious program when no malicious action value of the program is greater than the high-risk threshold, but the sum of the malicious action values of all the malicious actions of the program is greater than a total malicious threshold.

14. The method according to claim 2, wherein the method is used in a cloud engine virus scanning system.

15. The method according to claim 3, wherein the method is used in a cloud engine virus scanning system.

16. The method according to claim 4, wherein the method is used in a cloud engine virus scanning system.

17. The server according to claim 8, wherein the determination unit is configured to determine that the program is a malicious program when any of the malicious action values of the program is greater than the high-risk threshold; and
determining that the program is a malicious program when no malicious action value of the program is greater than the high-risk threshold, but the sum of the malicious action values of all the malicious actions of the program is greater than a total malicious threshold.

18. The server according to claim 9, wherein the determination unit is configured to determine that the program is a malicious program when any of the malicious action values of the program is greater than the high-risk threshold; and
determining that the program is a malicious program when no malicious action value of the program is greater than the high-risk threshold, but the sum of the malicious action values of all the malicious actions of the program is greater than a total malicious threshold.
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