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ABSTRACT
The present invention discloses a method for mapping a codeword to a layer in a multi-input multi-output system, the method includes: grouping current layers in a multi-input multi-output system according to the number of current codewords, and mapping each codeword to the layer of a group to which the codeword corresponds. The present invention further discloses a device for mapping a codeword to a layer in a multi-input multi-output system, the device includes: a layer grouping unit and a mapping unit; wherein the layer grouping unit is used for grouping current layers in a multi-input multi-output system according to the number of current codewords; and the mapping unit is used for mapping each codeword to the layer of a group to which the codeword corresponds. The present invention is easy to be implemented, and the mapping manner for mapping a codeword to a layer is more reasonable.
Grouping current layers in a multi-input multi-output system according to the number of current codewords

Mapping each codeword to a layer in a group to which the code word corresponds

Modulating each codeword into codeword symbols according to a preset encoding mode, when the codeword is mapped to two layers or to more than two layers, the codeword symbols in each codeword is mapped to each layer in a polling manner.
METHOD AND DEVICE FOR MAPPING A CODEWORD TO A LAYER IN A MULTI-INPUT MULTI-OUTPUT SYSTEM

TECHNICAL FIELD

[0001] The present invention relates to a method and device for mapping a codeword to a layer in a Multi-Input Multi-Output (MIMO) system.

BACKGROUND

[0002] In a Long Term Evolution (LTE) system, a downlink can support 2 codeword spatial multiplexing and 4 antenna ports at most, correspondingly, the number of layers may be 1, 2, 3 and 4; The modulation symbols for each of the codewords are mapped onto one or several layers in the following manner:

[0003] assuming modulation symbols for a codeword q are $d_{q}^{(0)}(0), \ldots, d_{q}^{(0)}(M_{\text{sym}}^{\text{layer}} - 1)$, wherein $M_{\text{sym}}^{\text{layer}}$ represents the number of symbols obtained by modulating the codeword $q$, assuming the modulation symbols for the codeword mapped to a layer $v$ are $x_{v}^{(0)}(0), \ldots, x_{v}^{(0)}(M_{\text{sym}}^{\text{layer}} - 1)$, wherein $M_{\text{sym}}^{\text{layer}}$ represents the number of modulation symbols per layer. In this text, the same character represents the same meaning.

[0004] For transmission over a single antenna port, a single layer is used, and the mapping manner is as follows:

$x_{v}^{(0)}(i) = d_{q}^{(0)}(i)$, wherein $M_{\text{sym}}^{\text{layer}} = M_{\text{sym}}^{(0)}$.

[0005] For layer mapping of spatial multiplexing, the mapping manner is shown as in Table 1:

<table>
<thead>
<tr>
<th>Number of layers</th>
<th>Number of codewords</th>
<th>Codeword-to-layer mapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>$x_{v}^{(0)}(i) = d_{q}^{(0)}(i)$</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>$x_{v}^{(0)}(i) = d_{q}^{(0)}(i)$</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>$x_{v}^{(0)}(i) = d_{q}^{(0)}(i)$</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>$x_{v}^{(0)}(i) = d_{q}^{(0)}(i)$</td>
</tr>
</tbody>
</table>

[0006] In the Table 1 above, the number of layers is smaller than or equal to the number of antenna ports for transmitting physical channels; a single codeword is mapped to two layers only when the number of antenna ports is 4.

[0007] The transmission diversity mapping of a single codeword-to-layer is shown as in Table 2:

<table>
<thead>
<tr>
<th>Number of layers</th>
<th>Number of codewords</th>
<th>Codeword-to-layer mapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>$x_{v}^{(0)}(i) = d_{q}^{(0)}(i)$</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>$x_{v}^{(0)}(i) = d_{q}^{(0)}(i)$</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>$x_{v}^{(0)}(i) = d_{q}^{(0)}(i)$</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>$x_{v}^{(0)}(i) = d_{q}^{(0)}(i)$</td>
</tr>
</tbody>
</table>

[0008] It is defined, in the demand research report TR 36.814v0.1.1 of LTE-Advanced proposed in September 2008, that LTE-Advanced downlink spatial multiplexing can support transmission of 8 layers at most, therefore, it is still needed to design a solution of mapping to the layers which are more than 4, however, at present there is still not relevant solutions yet.

SUMMARY

[0009] In view of the above problem, the present invention aims to provide a method and device for mapping a codeword to a layer in a multi-input multi-output system, which can apply to the multi-input multi-output system where eight layers are supported.

[0010] In order to achieve the purpose above, the technical solution of the present invention is realized as follows:

[0011] A method for mapping a codeword to a layer in a multi-input multi-output system comprises:

[0012] grouping current layers in a multi-input multi-output system according to a number of current codewords, and mapping each codeword to a layer in a group to which the codeword corresponds.

[0013] Further, the number of the current layers in the multi-input multi-output system may be 4 or more than 4.

[0014] Further, the number of layers supported by the multi-input multi-output system may be 8 at most.

[0015] Further, under the condition that the number of the current codewords is 2, when the number of the current layers in the multi-input multi-output system is 6, after the grouping, the numbers of layers in each group may be 3, 3 respectively;
when the number of the current layers in the multi-input multi-output system is 8, after the grouping, the numbers of layers in each group may be 1, 2, 3, respectively; when the number of the current layers in the multi-input multi-output system is 5, after the grouping, the numbers of layers in each group may be 1, 1, 1, 2 respectively; when the number of the current layers in the multi-input multi-output system is 6, after the grouping, the numbers of layers in each group may be 1, 1, 2, 2 respectively; when the number of the current layers in the multi-input multi-output system is 7, after the grouping, the numbers of layers in each group may be 1, 2, 2, 2 respectively; and when the number of the current layers in the multi-input multi-output system is 8, after the grouping, the numbers of layers in each group may be 2, 2, 2, 2 respectively.

[0016] Further, under the condition that the number of the current codewords is 4, when the number of the current layers in the multi-input multi-output system is 4, after the grouping, the numbers of layers in each group may be 1, 1, 1, 1 respectively; when the number of the current layers in the multi-input multi-output system is 5, after the grouping, the numbers of layers in each group may be 1, 1, 1, 2 respectively; when the number of the current layers in the multi-input multi-output system is 6, after the grouping, the numbers of layers in each group may be 1, 1, 2, 2 respectively; when the number of the current layers in the multi-input multi-output system is 7, after the grouping, the numbers of layers in each group may be 1, 2, 2, 2 respectively; and when the number of the current layers in the multi-input multi-output system is 8, after the grouping, the numbers of layers in each group may be 2, 2, 2, 2 respectively.

[0017] The method may further comprise:

[0018] modulating bits of each codeword into codeword symbols according to a preset encoding mode, and mapping the modulation symbols for a codeword to a layer in the group; and when each codeword is mapped to two layers or more than two layers, the codeword symbols in each codeword may be mapped to each layer in the group in a polling manner.

[0019] Further, the codeword symbols may be mapped to a layer in the group, specifically:

[0020] a mapping relationship of transmission diversity may be as follows:

when the number of layers is 5: $x_0(i) = d_0(i)(5i)$, $x_1(i) = d_0(i)(5i + 1)$,
$x_2(i) = d_0(i)(5i + 2)$, $x_3(i) = d_0(i)(5i + 3)$, $x_4(i) = d_0(i)(5i + 4)$;

when the number of layers is 6: $x_0(i) = d_0(i)(6i)$,
$x_1(i) = d_0(i)(6i + 1)$, $x_2(i) = d_0(i)(6i + 2)$, $x_3(i) = d_0(i)(6i + 3)$,
$x_4(i) = d_0(i)(6i + 4)$, $x_5(i) = d_0(i)(6i + 5)$;

when the number of layers is 7: $x_0(i) = d_0(i)(7i)$,
$x_1(i) = d_0(i)(7i + 1)$, $x_2(i) = d_0(i)(7i + 2)$, $x_3(i) = d_0(i)(7i + 3)$,
$x_4(i) = d_0(i)(7i + 4)$, $x_5(i) = d_0(i)(7i + 5)$, $x_6(i) = d_0(i)(7i + 6)$;

when the number of layers is 8: $x_0(i) = d_0(i)(8i)$, $x_1(i) = d_0(i)(8i + 1)$,
$x_2(i) = d_0(i)(8i + 2)$, $x_3(i) = d_0(i)(8i + 3)$, $x_4(i) = d_0(i)(8i + 4)$,
$x_5(i) = d_0(i)(8i + 5)$, $x_6(i) = d_0(i)(8i + 6)$, $x_7(i) = d_0(i)(8i + 7)$;

[0021] wherein the modulation symbols for a codeword q may be $d_q(0), \ldots, d_q(M_{\text{sym}}-1)$, $M_{\text{sym}}$ may represent the number of the modulation symbols for the codeword q; the symbols mapped to a layer $\nu$ may be $x_\nu^{(0)}, \ldots, x_\nu^{(M_{\text{sym}}-1)}$, $M_{\text{sym}}$ may represent the number of the modulation symbols per layer.

[0022] Further, the codeword symbols may be mapped to a layer in the group, specifically:

[0023] a mapping relationship of transmission multiplexing may be as follows:

[0024] under the condition that the number of codewords is 2:

when the number of layers is 5:

$\begin{align*}
\nu = 0 & \Rightarrow x_0(i) = d_0(i)(2i), \\
\nu = 1 & \Rightarrow x_1(i) = d_1(i)(2i + 1), \\
\nu = 2 & \Rightarrow x_0(i) = d_0(i)(3i + 1), \\
\nu = 3 & \Rightarrow x_1(i) = d_1(i)(3i + 2)
\end{align*}$

when the number of layers is 6:

$\begin{align*}
\nu = 0 & \Rightarrow x_0(i) = d_0(i)(3i), \\
\nu = 1 & \Rightarrow x_1(i) = d_1(i)(3i + 1), \\
\nu = 2 & \Rightarrow x_0(i) = d_0(i)(3i + 1), \\
\nu = 3 & \Rightarrow x_1(i) = d_1(i)(3i + 2)
\end{align*}$

when the number of layers is 7:

$\begin{align*}
\nu = 0 & \Rightarrow x_0(i) = d_0(i)(4i), \\
\nu = 1 & \Rightarrow x_1(i) = d_1(i)(4i + 1), \\
\nu = 2 & \Rightarrow x_0(i) = d_0(i)(4i + 1), \\
\nu = 3 & \Rightarrow x_1(i) = d_1(i)(4i + 2)
\end{align*}$

when the number of layers is 8:

$\begin{align*}
\nu = 0 & \Rightarrow x_0(i) = d_0(i)(4i), \\
\nu = 1 & \Rightarrow x_1(i) = d_1(i)(4i + 1), \\
\nu = 2 & \Rightarrow x_0(i) = d_0(i)(4i + 1), \\
\nu = 3 & \Rightarrow x_1(i) = d_1(i)(4i + 2)
\end{align*}$

[0025] wherein the modulation symbols for a codeword q may be $d_q(0), \ldots, d_q(M_{\text{sym}}-1)$, $M_{\text{sym}}$ may represent the number of the modulation symbols for the codeword q; the symbols mapped to a layer $\nu$ may be $x_\nu^{(0)}, \ldots, x_\nu^{(M_{\text{sym}}-1)}$, $M_{\text{sym}}$ may represent the number of the modulation symbols per layer.

[0026] Further, the codeword symbols may be mapped to a layer in the group, specifically:

[0027] a mapping relationship of transmission multiplexing may be as follows:

[0028] under the condition that the number of codewords is 4:

when the number of layers is 4:

$\begin{align*}
\nu = 0 & \Rightarrow x_0(i) = d_0(i), \\
\nu = 1 & \Rightarrow x_1(i) = d_1(i), \\
\nu = 2 & \Rightarrow x_0(i) = d_0(i), \\
\nu = 3 & \Rightarrow x_1(i) = d_1(i)
\end{align*}$

when the number of layers is 5:

$\begin{align*}
\nu = 0 & \Rightarrow x_0(i) = d_0(i), \\
\nu = 1 & \Rightarrow x_1(i) = d_1(i), \\
\nu = 2 & \Rightarrow x_0(i) = d_0(i), \\
\nu = 3 & \Rightarrow x_1(i) = d_1(i), \\
\nu = 4 & \Rightarrow x_0(i) = d_0(i(2i + 1))
\end{align*}$

[0029] wherein the modulation symbols for a codeword q may be $d_0(0), \ldots, d_q(M_{\text{sym}}-1)$, $M_{\text{sym}}$ may represent the number of the modulation symbols for the codeword q; the symbols mapped to a layer $\nu$ may be $x_\nu^{(0)}, \ldots, x_\nu^{(M_{\text{sym}}-1)}$, $M_{\text{sym}}$ may represent the number of the modulation symbols per layer.
-continued

when the number of layers is 6:

\[
x^{\text{d}0}(t) = d^{\text{d}0}(2t) \\
x^{\text{d}1}(t) = d^{\text{d}1}(2t+1) \\
x^{\text{d}2}(t) = d^{\text{d}2}(2t) \\
x^{\text{d}3}(t) = d^{\text{d}3}(2t+1) \\
x^{\text{d}4}(t) = d^{\text{d}4}(2t) \\
x^{\text{d}5}(t) = d^{\text{d}5}(2t+1)
\]

when the number of layers is 7:

\[
x^{\text{d}0}(t) = d^{\text{d}0}(t) \\
x^{\text{d}1}(t) = d^{\text{d}1}(2t) \\
x^{\text{d}2}(t) = d^{\text{d}2}(2t+1) \\
x^{\text{d}3}(t) = d^{\text{d}3}(2t) \\
x^{\text{d}4}(t) = d^{\text{d}4}(2t+1) \\
x^{\text{d}5}(t) = d^{\text{d}5}(2t) \\
x^{\text{d}6}(t) = d^{\text{d}6}(2t+1)
\]

when the number of layers is 8:

\[
x^{\text{d}0}(t) = d^{\text{d}0}(2t) \\
x^{\text{d}1}(t) = d^{\text{d}1}(2t) \\
x^{\text{d}2}(t) = d^{\text{d}2}(2t+1) \\
x^{\text{d}3}(t) = d^{\text{d}3}(2t) \\
x^{\text{d}4}(t) = d^{\text{d}4}(2t+1) \\
x^{\text{d}5}(t) = d^{\text{d}5}(2t) \\
x^{\text{d}6}(t) = d^{\text{d}6}(2t+1)
\]

[0029] wherein the modulation symbols for a codeword q may be \(d^{\text{d}0}(q), \ldots, d^{\text{d}6}(M_{\text{sym}}^{\text{layer}} - 1)\), \(M_{\text{sym}}^{\text{layer}}\) may represent the number of the modulation symbols for the codeword q; the symbols mapped to a layer \(v\) may be \(x^{\text{d}0}(v), \ldots, x^{\text{d}6}(v)\), \(M_{\text{sym}}^{\text{layer}} - 1\) may represent the number of the modulation symbols per layer.

[0030] Further, when the numbers of the codeword symbols mapped to each layer are different, a null codeword symbol or more may be added to the end of the codeword symbols, so that the numbers of codeword symbols mapped to each layer may be the same.

[0031] A device for mapping a codeword to a layer in a multi-input multi-output system comprises a layer grouping unit and a mapping unit; wherein

[0032] the layer grouping unit is used for grouping current layers in a multi-input multi-output system according to the number of current codewords;

[0033] the mapping unit is used for mapping each codeword to a layer in a group to which the codeword corresponds.

[0034] Further, the number of the current layers in the multi-input multi-output system may be 4 or more than 4; the number of layers supported by the multi-input multi-output system may be 8 at most;

[0035] under the condition that the number of the current codewords is 2, when the number of the current layers in the multi-input multi-output system is 6, after the layer grouping unit completes the grouping, the numbers of layers in each group may be 3, 3 respectively; when the number of the current layers in the multi-input multi-output system is 8, after the layer grouping unit completes the grouping, the numbers of layers in each group may be 4, 4 respectively; when the number of the current layers in the multi-input multi-output system is 5, after the layer grouping unit completes the grouping, the numbers of layers in each group may be 2, 3 respectively; and when the number of the current layers in the multi-input multi-output system is 7, after the layer grouping unit completes the grouping, the numbers of layers in each group may be 3, 4 respectively;

[0036] under the condition that the number of the current codewords is 4, when the number of the current layers in the multi-input multi-output system is 4, after the layer grouping unit completes the grouping, the numbers of layers in each group may be 1, 1, 1 respectively; when the number of the current layers in the multi-input multi-output system is 5, after the layer grouping unit completes the grouping, the numbers of layers in each group may be 1, 1, 2 respectively; when the number of the current layers in the multi-input multi-output system is 6, after the layer grouping unit completes the grouping, the numbers of layers in each group may be 1, 1, 2, 2 respectively; when the number of the current layers in the multi-input multi-output system is 7, after the layer grouping unit completes the grouping, the numbers of layers in each group may be 1, 2, 2, 2 respectively; and when the number of the current layers in the multi-input multi-output system is 8, after the layer grouping unit completes the grouping, the numbers of layers in each group may be 2, 2, 2, 2 respectively.

[0037] Further, the device may also comprise a modulating unit for modulating bits of each codeword into codeword symbols according to a preset encoding mode;

[0038] the mapping unit may be further used for mapping modulation symbols for a single codeword to the layer in the group to which the codeword corresponds; and when modulation symbols for the single codeword is mapped to two layers or to more than two layers, the mapping unit may be further used for mapping the codeword symbols in the single codeword to each layer in a polling manner.

[0039] the mapping unit may be further used for mapping the codeword symbols to a layer in the group to which the codeword symbols correspond, specifically.

[0040] a mapping relationship of transmission diversity may be as follows:

when the number of layers is 5: \(x^{d0}(i) = d^{d0}(5i), x^{d1}(i) = d^{d0}(5i+1), x^{d2}(i) = d^{d0}(5i+2), x^{d3}(i) = d^{d0}(5i+3), x^{d4}(i) = d^{d0}(5i+4)\);

when the number of layers is 6: \(x^{d0}(i) = d^{d0}(6i), x^{d1}(i) = d^{d0}(6i+1), x^{d2}(i) = d^{d0}(6i+2), x^{d3}(i) = d^{d0}(6i+3), x^{d4}(i) = d^{d0}(6i+4), x^{d5}(i) = d^{d0}(6i+5)\);

when the number of layers is 7: \(x^{d0}(i) = d^{d0}(7i), x^{d1}(i) = d^{d0}(7i+1), x^{d2}(i) = d^{d0}(7i+2), x^{d3}(i) = d^{d0}(7i+3), x^{d4}(i) = d^{d0}(7i+4), x^{d5}(i) = d^{d0}(7i+5), x^{d6}(i) = d^{d0}(7i+6)\);

when the number of layers is 8: \(x^{d0}(i) = d^{d0}(8i), x^{d1}(i) = d^{d0}(8i+1), x^{d2}(i) = d^{d0}(8i+2), x^{d3}(i) = d^{d0}(8i+3), x^{d4}(i) = d^{d0}(8i+4), x^{d5}(i) = d^{d0}(8i+5), x^{d6}(i) = d^{d0}(8i+6), x^{d7}(i) = d^{d0}(8i+7)\).
[0041] a mapping relationship of transmission multiplexing may be as follows: 

[0042] under the condition that the number of codewords is 2:

-continued

$X(0) = d(2), X(1) = d(2)$

when the number of layers is 8:

$X(0) = d(0), X(1) = d(0), X(1) = d(2)$, $X(1) = d(2), X(1) = d(2)$

wherein the modulation symbols for a codeword $q$ may be $d^q(0), \ldots, d^q(M_{sym})$. $M_{sym}$ may represent the number of the modulation symbols for the codeword $q$, the symbols mapped to a layer $v$ may be $X^q(0), \ldots, X^q(M_{sym} - 1)$. $M_{sym}$ may represent the number of the modulation symbols per layer.

[0044] Further, when the numbers of the codeword symbols mapped to each layer are different, a null codeword symbol or more may be added to the end of the codeword symbols, so that the numbers of codeword symbols mapped to each layer may be the same.

[0045] By setting a multiplexing mapping manner which supports eight layers at most, the present invention perfectly realizes the support for a multi-input multi-output service in the LTE-Advanced system. The present invention can be easily implemented, and the codeword-to-layer mapping manner is more reasonable.

BRIEF DESCRIPTION OF THE DRAWINGS

[0046] FIG. 1 is a flowchart illustrating a method for mapping a codeword to a layer in a multi-input multi-output system according to an embodiment of the present invention; and

[0047] FIG. 2 is a schematic diagram of the structures of a device for mapping a codeword to a layer in a multi-input multi-output system according to an embodiment of the present invention.

DETAILED DESCRIPTION

[0048] The basic idea of the present invention is to realize the support for multi-input multi-output service in an LTE-Advanced system by setting a multiplexing mapping which supports eight layers at most. The present invention is simple to be implemented, and the codeword-to-layer mapping manner is more reasonable.

[0049] The following embodiments are given by reference to accompanying figures to further illustrate the present invention in detail to make the purpose, the technical solution and advantages of the present invention more clear.

[0050] FIG. 1 is a flowchart illustrating a method for mapping a codeword to a layer in a multi-input multi-output system according to an embodiment of the present invention, as shown in FIG. 1, the method for mapping a codeword to a layer in a multi-input multi-output system in this embodiment comprises the following steps:

[0051] Step 101: grouping the current layers in a multi-input multi-output system according to the number of the current codewords.

[0052] As for an LTE-Advanced system, the number of the layers supported is 8 at most, and the number of codewords
for a service may be 1, 2 or 4; when the number of codewords is 1, that is, all the current layers in the system are grouped into one group, namely, a diversity mapping is adopted here; in the case that the number of layers is 4 or less than 4, a mapping is performed by reference to the mapping manner shown in the Table 2; in the case that the number of layers is 5 or more than 5, a mapping is performed by reference to the mapping manner shown in the Table 3:

<table>
<thead>
<tr>
<th>Number of layers</th>
<th>Number of codewords</th>
<th>Codeword-to-layer mapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1</td>
<td>$x^{(0)}(i) = d^{(0)}(5i)$</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>$x^{(1)}(i) = d^{(0)}(5i + 1)$</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>$x^{(2)}(i) = d^{(0)}(5i + 2)$</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>$x^{(3)}(i) = d^{(0)}(5i + 3)$</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>$x^{(4)}(i) = d^{(0)}(5i + 4)$</td>
</tr>
</tbody>
</table>

**TABLE 3**

For the purpose of mapping a codeword to a layer is to send these codewords, namely, sending the codewords via the antennae of these layers, thus, it is needed to modulate bits of a codeword into codeword symbols according to a preset encoding mode and to map the codeword symbols to a layer according to the mapping relationship between the codeword and the layer; when a codeword is mapped in a diversity manner, one codeword corresponds to one layer which completes the transmission of the codeword; when one codeword is mapped to multiple layers in a multiplexing manner, it is needed to map the modulation symbols for the codeword to multiple layers respectively. Description is given in combination with the situation in step 101: when the number of codewords is 2 and the numbers of layers are 5, 6, 7 and 8, the multiplexing mapping manner refers to the Table 4:

<table>
<thead>
<tr>
<th>Number of layers</th>
<th>Number of codewords</th>
<th>Codeword-to-layer mapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2</td>
<td>$x^{(0)}(i) = d^{(0)}(2i)$</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>$x^{(1)}(i) = d^{(0)}(2i + 1)$</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>$x^{(2)}(i) = d^{(0)}(2i + 3)$</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>$x^{(3)}(i) = d^{(0)}(2i + 4)$</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>$x^{(4)}(i) = d^{(0)}(2i + 5)$</td>
</tr>
</tbody>
</table>

**TABLE 4**

When the number of codewords is 2, that is, all the current layers in the system are grouped into two groups, in the case that the number of layers is 4 or less than 4, a mapping is performed by reference to the mapping manner shown in Table 2; in the cases that the numbers of layers are 5, 6, 7 and 8, after the layers are grouped, the numbers of layers in each group are (2, 3), (3, 3), (3, 4), (4, 4) respectively, that is, the 5, 6, 7 or 8 layers are divided into two groups and distributed in a polling manner, the expression of the grouping is described by means of mathematical array symbols.

When the number of codewords is 4, that is, all the current layers in the system are grouped into four groups; as the number of codewords is 4 here, there should be 4 layers or more than 4 layers which are distributed currently; in the cases that the numbers of layers are 4, 5, 6, 7 and 8, after the layers are grouped, the numbers of layers in each group are (1, 1, 1, 1), (1, 1, 1, 2), (1, 1, 2, 2), (1, 2, 2, 2) and (2, 2, 2, 2) respectively, that is, the 4, 5, 6, 7 or 8 layers are divided into four groups and distributed in a polling manner.

Step 102: mapping each codeword to a layer in a group to which the codeword corresponds.

After the grouping is finished, each codeword automatically corresponds to a layer of a group, and each codeword corresponds to at least one layer.

Step 103: modulating bits of each codeword into codeword symbols according to a preset encoding mode, and mapping the codeword symbol in the codeword to each layer in a polling manner when the codeword is mapped to two layers or to more than two layers.

**[0058]** In the Table 4, it is illustrated in detail that a layer to which a codeword is mapped and the situation that the modulation symbols for the codeword is mapped to a layer in the group to which the codeword corresponds when the numbers of layers are 5, 6, 7 and 8. A brief description is given by taking the situation that the number of layers is 5 as an example: the codeword numbered with 0 is mapped to layers 0, 1; the codeword numbered with 1 is mapped to layers 2, 3 and 4; the codeword symbol of the codeword numbered with 0 is then distributed to layers 0, 1 in a polling manner and finally transmitted by the antennae corresponding to layers numbered with 0, 1. It should be noted that the number of the layer and the number of the codeword are set for simplifying the specification, there is no difference between the corresponding resources in the system.

When the number of codewords is 4 and the numbers of layers are 4, 5, 6, 7 and 8, the multiplexing mapping manner refers to the Table 5:
TABLE 5

<table>
<thead>
<tr>
<th>Number of layers</th>
<th>Number of codewords</th>
<th>Codeword-to-layer mapping $i = 0, 1, \ldots, M_{\text{sym}}^{\text{layer}} - 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>4</td>
<td>$x^{(0)}(i) = d^{(0)}(0)$, $x^{(1)}(i) = d^{(1)}(0)$, $x^{(2)}(i) = d^{(2)}(0)$, $x^{(3)}(i) = d^{(3)}(0)$, $x^{(4)}(i) = d^{(4)}(2i)$, $x^{(5)}(i) = d^{(5)}(2i + 1)$</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>$x^{(0)}(i) = d^{(0)}(0)$, $x^{(1)}(i) = d^{(1)}(0)$, $x^{(2)}(i) = d^{(2)}(0)$, $x^{(3)}(i) = d^{(3)}(0)$, $x^{(4)}(i) = d^{(4)}(2i)$, $x^{(5)}(i) = d^{(5)}(2i + 1)$</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>$x^{(0)}(i) = d^{(0)}(0)$, $x^{(1)}(i) = d^{(1)}(0)$, $x^{(2)}(i) = d^{(2)}(0)$, $x^{(3)}(i) = d^{(3)}(0)$, $x^{(4)}(i) = d^{(4)}(2i)$, $x^{(5)}(i) = d^{(5)}(2i + 1)$</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>$x^{(0)}(i) = d^{(0)}(0)$, $x^{(1)}(i) = d^{(1)}(0)$, $x^{(2)}(i) = d^{(2)}(0)$, $x^{(3)}(i) = d^{(3)}(0)$, $x^{(4)}(i) = d^{(4)}(2i)$, $x^{(5)}(i) = d^{(5)}(2i + 1)$</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>$x^{(0)}(i) = d^{(0)}(0)$, $x^{(1)}(i) = d^{(1)}(0)$, $x^{(2)}(i) = d^{(2)}(0)$, $x^{(3)}(i) = d^{(3)}(0)$, $x^{(4)}(i) = d^{(4)}(2i)$, $x^{(5)}(i) = d^{(5)}(2i + 1)$</td>
</tr>
</tbody>
</table>

[0064] Those skilled in the art should understand that the device for mapping a codeword to a layer in a multi-input multi-output system in the embodiment is designed for implementing the method for mapping a codeword to a layer in a multi-input multi-output system, which is shown in FIG. 1, implementation function of each processing unit of the device illustrated in FIG. 2 can be understood by reference to the related description on the method shown in FIG. 1, so details are not repeated here. The function of each unit of the device for mapping a codeword to a layer in a multi-input multi-output system in the embodiment can be realized by running the program in a processor or via a specific logic circuit.

[0065] It is easy to implement the present invention, and the codeword-to-layer mapping is more reasonable.

[0066] The above mentioned are only preferred embodiments of the present invention, and are not to limit the protection scope of the present invention.

1. A method for mapping a codeword to a layer in a multi-input multi-output system, comprising: grouping current layers in a multi-input multi-output system according to a number of current codewords, and mapping each codeword to a layer in a group to which the codeword corresponds, wherein a number of the current layers in the multi-input multi-output system is 4 or more than 4; the number of layers supported by the multi-input multi-output system is 8 at most; under the condition that the number of the current codewords is 2, when the number of the current layers in the multi-input multi-output system is 6, after the grouping, the numbers of layers in each group are 3, 3 respectively; when the number of the current layers in the multi-input multi-output system is 8, after the grouping, the numbers of layers in each group are 4, 4 respectively; when the number of the current layers in the multi-input multi-output system is 5, after the grouping, the numbers of layers in each group are 2, 3 respectively; and when the number of the current layers in the multi-input multi-output system is 7, after the grouping, the numbers of layers in each group are 3, 4 respectively.

2. (canceled)

3. (canceled)

4. (canceled)

5. The method according to claim 1, wherein under the condition that the number of the current codewords is 4, when the number of the current layers in the multi-input multi-output system is 4, after the grouping, the numbers of layers in each group are 1, 1, 1, 1 respectively; when the number of the current layers in the multi-input multi-output system is 5, after grouping, the numbers of layers in each group are 3, 3 respectively; when the number of the current layers in the multi-input multi-output system is 6, the numbers of layers in each group are 1, 1, 2, 2, 2 respectively; when the number of the current layers in the multi-input multi-output system is 7, after the grouping, the numbers of layers in each group are 2, 2, respectively; when the number of the current layers in the multi-input multi-output system is 8, after the grouping, the numbers of layers in each group are 2, 2, 2, 2 respectively; bits of each codeword is modulated into codeword symbols according to a preset encoding mode, and the modulation symbols for a codeword are mapped to a layer in the group; and when each codeword is mapped to two layers or to more than two layers, the codeword symbols in each codeword is mapped to each layer in a polling manner.
6. (canceled)
7. The method according to claim 1, wherein the codeword symbols are mapped to a layer in the group, specifically:
a mapping relationship of transmission diversity is as follows:

when the number of layers is 5:
\[ x^{(0)}(i) = d^{(0)}(5i), x^{(1)}(i) = d^{(0)}(5i + 1), \]
\[ x^{(2)}(i) = d^{(0)}(5i + 2), x^{(3)}(i) = d^{(0)}(5i + 3), x^{(4)}(i) = d^{(0)}(5i + 4); \]

when the number of layers is 6:
\[ x^{(0)}(i) = d^{(0)}(6i), \]
\[ x^{(1)}(i) = d^{(0)}(6i + 1), x^{(2)}(i) = d^{(0)}(6i + 2), x^{(3)}(i) = d^{(0)}(6i + 3), \]
\[ x^{(4)}(i) = d^{(0)}(6i + 4), x^{(5)}(i) = d^{(0)}(6i + 5); \]

when the number of layers is 7:
\[ x^{(0)}(i) = d^{(0)}(7i), \]
\[ x^{(1)}(i) = d^{(0)}(7i + 1), x^{(2)}(i) = d^{(0)}(7i + 2), x^{(3)}(i) = d^{(0)}(7i + 3), \]
\[ x^{(4)}(i) = d^{(0)}(7i + 4), x^{(5)}(i) = d^{(0)}(7i + 5), x^{(6)}(i) = d^{(0)}(7i + 6); \]

when the number of layers is 8:
\[ x^{(0)}(i) = d^{(0)}(8i), x^{(1)}(i) = d^{(0)}(8i + 1), \]
\[ x^{(2)}(i) = d^{(0)}(8i + 2), x^{(3)}(i) = d^{(0)}(8i + 3), x^{(4)}(i) = d^{(0)}(8i + 4), \]
\[ x^{(5)}(i) = d^{(0)}(8i + 5), x^{(6)}(i) = d^{(0)}(8i + 6), x^{(7)}(i) = d^{(0)}(8i + 7); \]

wherein the modulation symbols for a codeword q are \( d^{(q)}(0), \ldots, d^{(q)}(M_{\text{sym}}^{(q)}) \), \( M_{\text{sym}}^{(q)} \) represents the number of the modulation symbols for the codeword q; the symbols mapped to a layer \( v \) are \( x^{(v)}(0), \ldots, x^{(v)}(M_{\text{sym}}^{(v)\text{layer}} - 1) \), \( M_{\text{sym}}^{(v)\text{layer}} \) represents the number of the modulation symbols per layer.

8. The method according to claim 1, wherein the codeword symbols are mapped to a layer in the group, specifically:
under the condition that the number of codewords is 2:
\[ x^{(0)}(i) = d^{(0)}(2i), \]
\[ x^{(1)}(i) = d^{(0)}(2i + 1); \]

when the number of layers is 5:
\[ x^{(0)}(i) = d^{(0)}(5i), x^{(1)}(i) = d^{(0)}(5i + 1), \]
\[ x^{(2)}(i) = d^{(0)}(5i + 2), x^{(3)}(i) = d^{(0)}(5i + 3); \]
\[ x^{(4)}(i) = d^{(0)}(5i + 4); \]

when the number of layers is 6:
\[ x^{(0)}(i) = d^{(0)}(6i), x^{(1)}(i) = d^{(0)}(6i + 1), \]
\[ x^{(2)}(i) = d^{(0)}(6i + 2), x^{(3)}(i) = d^{(0)}(6i + 3), \]
\[ x^{(4)}(i) = d^{(0)}(6i + 4), x^{(5)}(i) = d^{(0)}(6i + 5); \]
\[ x^{(6)}(i) = d^{(0)}(6i + 6); \]

when the number of layers is 7:
\[ x^{(0)}(i) = d^{(0)}(7i), x^{(1)}(i) = d^{(0)}(7i + 1), \]
\[ x^{(2)}(i) = d^{(0)}(7i + 2), x^{(3)}(i) = d^{(0)}(7i + 3), \]
\[ x^{(4)}(i) = d^{(0)}(7i + 4), x^{(5)}(i) = d^{(0)}(7i + 5), x^{(6)}(i) = d^{(0)}(7i + 6); \]
\[ x^{(7)}(i) = d^{(0)}(7i + 7); \]

when the number of layers is 8:
\[ x^{(0)}(i) = d^{(0)}(8i), x^{(1)}(i) = d^{(0)}(8i + 1), \]
\[ x^{(2)}(i) = d^{(0)}(8i + 2), x^{(3)}(i) = d^{(0)}(8i + 3), \]
\[ x^{(4)}(i) = d^{(0)}(8i + 4), x^{(5)}(i) = d^{(0)}(8i + 5), \]
\[ x^{(6)}(i) = d^{(0)}(8i + 6), x^{(7)}(i) = d^{(0)}(8i + 7); \]

9. The method according to claim 2, wherein the codeword symbols are mapped to a layer in the group, specifically:
under the condition that the number of codewords is 4:
\[ x^{(0)}(i) = d^{(0)}(2i), x^{(1)}(i) = d^{(0)}(2i + 1), x^{(2)}(i) = d^{(0)}(2i + 2), x^{(3)}(i) = d^{(0)}(2i + 3); \]

when the number of layers is 4:
\[ x^{(0)}(i) = d^{(0)}(4i), x^{(1)}(i) = d^{(0)}(4i + 1), x^{(2)}(i) = d^{(0)}(4i + 2), x^{(3)}(i) = d^{(0)}(4i + 3); \]
\[ x^{(4)}(i) = d^{(0)}(4i + 4); \]

when the number of layers is 5:
\[ x^{(0)}(i) = d^{(0)}(5i), x^{(1)}(i) = d^{(0)}(5i + 1), x^{(2)}(i) = d^{(0)}(5i + 2), x^{(3)}(i) = d^{(0)}(5i + 3), x^{(4)}(i) = d^{(0)}(5i + 4); \]
\[ x^{(5)}(i) = d^{(0)}(5i + 5); \]

when the number of layers is 6:
\[ x^{(0)}(i) = d^{(0)}(6i), x^{(1)}(i) = d^{(0)}(6i + 1), x^{(2)}(i) = d^{(0)}(6i + 2), x^{(3)}(i) = d^{(0)}(6i + 3), x^{(4)}(i) = d^{(0)}(6i + 4), x^{(5)}(i) = d^{(0)}(6i + 5); \]
\[ x^{(6)}(i) = d^{(0)}(6i + 6); \]

when the number of layers is 7:
\[ x^{(0)}(i) = d^{(0)}(7i), x^{(1)}(i) = d^{(0)}(7i + 1), x^{(2)}(i) = d^{(0)}(7i + 2), x^{(3)}(i) = d^{(0)}(7i + 3), x^{(4)}(i) = d^{(0)}(7i + 4), x^{(5)}(i) = d^{(0)}(7i + 5), x^{(6)}(i) = d^{(0)}(7i + 6); \]
\[ x^{(7)}(i) = d^{(0)}(7i + 7); \]

when the number of layers is 8:
\[ x^{(0)}(i) = d^{(0)}(8i), x^{(1)}(i) = d^{(0)}(8i + 1), x^{(2)}(i) = d^{(0)}(8i + 2), x^{(3)}(i) = d^{(0)}(8i + 3), x^{(4)}(i) = d^{(0)}(8i + 4), x^{(5)}(i) = d^{(0)}(8i + 5), x^{(6)}(i) = d^{(0)}(8i + 6), x^{(7)}(i) = d^{(0)}(8i + 7); \]

wherein the modulation symbols for a codeword q are \( d^{(q)}(0), \ldots, d^{(q)}(M_{\text{sym}}^{(q)\text{layer} - 1}) \), \( M_{\text{sym}}^{(q)\text{layer} - 1} \) represents the number of the modulation symbols for the codeword q; the symbols mapped to a layer \( v \) are \( x^{(v)}(0), \ldots, x^{(v)}(M_{\text{sym}}^{(v)\text{layer} - 1}) \), \( M_{\text{sym}}^{(v)\text{layer} - 1} \) represents the number of the modulation symbols per layer.

10. The method according to claim 8, wherein when the numbers of the codeword symbols mapped to each layer are different, a null codeword symbol or more are added to the end of the codeword symbols, so that the numbers of codeword symbols mapped to each layer are the same.

11. A device for mapping a codeword to a layer in a multi-input multi-output system, comprising a layer grouping unit and a mapping unit;
wherein the layer grouping unit is used for grouping current layers in a multi-input multi-output system according to a number of current codewords;
the mapping unit is used for mapping each codeword to a layer in a group to which the codeword corresponds, wherein a number of the current layers in the multi-input multi-output system is 4 or more than 4; the number of layers supported by the multi-input multi-output system is 8 at most;

under the condition that the number of the current codewords is 2, when the number of the current layers in the multi-input multi-output system is 6, after the layer grouping unit completes the grouping, the numbers of layers in each group are 3, 3 respectively; when the number of the current layers in the multi-input multi-output system is 8, after the layer grouping unit completes the grouping, the numbers of layers in each group are 4, 4 respectively; when the number of the current layers in the multi-input multi-output system is 5, after the layer grouping unit completes the grouping, the numbers of layers in each group are 2, 3 respectively; and when the number of the current layers in the multi-input multi-output system is 7, after the layer grouping unit completes the grouping, the numbers of layers in each group are 3, 4 respectively;

the device further comprising: a modulating unit for modulating bits of each codeword into codeword symbols according to a preset encoding mode; and the mapping unit is further used for mapping modulation symbols for a single codeword to a layer in the group to which the codeword corresponds, and when modulation symbols for the single codeword are mapped to two layers or to more than two layers, the mapping unit is further used for mapping the codeword symbol in the single codeword to each layer in a polling manner.

12. (canceled)
13. (canceled)
14. (canceled)

15. The device according to claim 11, wherein under the condition that the number of codewords is 2:

when the number of layers is 5:
\[ x^{(j)}(i) = d^{(j)}(i) \]
\[ x^{(j)}(i) = d^{(j)}(i+1) \]
\[ x^{(j)}(i) = d^{(j)}(3i) \]
\[ x^{(j)}(i) = d^{(j)}(3i+1) \]
\[ x^{(j)}(i) = d^{(j)}(3i+2) \]
\[ x^{(j)}(i) = d^{(j)}(3i+3) \]

when the number of layers is 6:
\[ x^{(j)}(i) = d^{(j)}(3i+1) \]
\[ x^{(j)}(i) = d^{(j)}(3i+2) \]
\[ x^{(j)}(i) = d^{(j)}(3i+3) \]
\[ x^{(j)}(i) = d^{(j)}(3i+4) \]
\[ x^{(j)}(i) = d^{(j)}(3i+5) \]
\[ x^{(j)}(i) = d^{(j)}(3i+6) \]

when the number of layers is 7:
\[ x^{(j)}(i) = d^{(j)}(3i+1) \]
\[ x^{(j)}(i) = d^{(j)}(3i+2) \]
\[ x^{(j)}(i) = d^{(j)}(3i+3) \]
\[ x^{(j)}(i) = d^{(j)}(3i+4) \]
\[ x^{(j)}(i) = d^{(j)}(3i+5) \]
\[ x^{(j)}(i) = d^{(j)}(3i+6) \]
\[ x^{(j)}(i) = d^{(j)}(3i+7) \]

wherein the modulation symbols for a codeword q are
\[ d^{(j)}(0), \ldots, d^{(j)}(M_{\text{sym}}^{(j)}-1) \], \( M_{\text{sym}}^{(j)} \) represents the number of the modulation symbols for the codeword q; the symbols mapped to a layer v are
\[ x^{(j)}(0), \ldots, x^{(j)}(M_{\text{sym}}^{(j)}-1) \], \( M_{\text{sym}}^{(j)} \) represents the number of the modulation symbols per layer.

16. The device according to claim 11, wherein under the condition that the number of the current codewords is 4, when the number of the current layers in the multi-input multi-output system is 4, after the layer grouping unit completes the grouping, the numbers of layers in each group are 1, 1, 1, 1 respectively; when the number of the current layers in the multi-input multi-output system is 5, after the layer grouping unit completes the grouping, the numbers of layers in each group are 1, 1, 1, 2 respectively; when the number of the current layers in the multi-input multi-output system is 6, after the layer grouping unit completes the grouping, the numbers of layers in each group are 1, 1, 2, 2 respectively; when the number of the current layers in the multi-input multi-output system is 7, after the layer grouping unit completes the grouping, the numbers of layers in each group are 1, 2, 2, 2 respectively; and when the number of the current layers in the multi-input multi-output system is 8, after the layer grouping unit completes the grouping, the numbers of layers in each group are 2, 2, 2, 2 respectively;

under the condition that the number of codewords is 4:

when the number of layers is 4:
\[ x^{(j)}(i) = d^{(j)}(i), \quad x^{(j)}(i) = d^{(j)}(i+1), \quad x^{(j)}(i) = d^{(j)}(i+2), \quad x^{(j)}(i) = d^{(j)}(i+3) \]

when the number of layers is 5:
\[ x^{(j)}(i) = d^{(j)}(i), \quad x^{(j)}(i) = d^{(j)}(i+1), \quad x^{(j)}(i) = d^{(j)}(i+2), \quad x^{(j)}(i) = d^{(j)}(i+3), \quad x^{(j)}(i) = d^{(j)}(i+4) \]
17. The device according to claim 11, wherein the mapping unit is further used for mapping the codeword symbols to a layer in the group to which the codeword symbol corresponds, specifically:

a mapping relationship of transmission diversity being as follows:

when the number of layers is 6: $x^{(6)}(i) = d^{(6)}(2i), x^{(6)}(i) = d^{(6)}(2i+1)$

when the number of layers is 7:

$\begin{align*}
  x^{(7)}(i) &= d^{(7)}(2i) \\
  x^{(7)}(i) &= d^{(7)}(2i+1)
\end{align*}$

when the number of layers is 8:

$\begin{align*}
  x^{(8)}(i) &= d^{(8)}(2i) \\
  x^{(8)}(i) &= d^{(8)}(2i+1)
\end{align*}$

wherein the modulation symbols for a codeword $\mathbf{q}$ may be $d^{(q)}(0), \ldots, d^{(q)}(M_{\text{symb}}^{(q)}-1), M_{\text{symb}}^{(q)}$ may represent the number of the modulation symbols for the codeword $\mathbf{q}$, the symbols mapped to a layer $v$ may be $x^{(v)}(0), \ldots, x^{(v)}(M_{\text{symb}}^{(v)}-1), M_{\text{symb}}^{(v)}$ may represent the number of the modulation symbols per layer, and when the numbers of the codeword symbols mapped to each layer are different, a null codeword symbol or more are added to the end of the codeword symbols, so that the numbers of codeword symbols mapped to each layer are the same.

18. The method according to claim 9, wherein when the numbers of the codeword symbols mapped to each layer are different, a null codeword symbol or more are added to the end of the codeword symbols, so that the numbers of codeword symbols mapped to each layer are the same.

* * * * *