The analysis of scattering diagrams of the correlation-type representation theorem in inhomogeneous media is improved by the use of virtual events. Virtual events here are events which are not directly recorded in standard seismic data acquisition, but the assumption of their existence permits the construction of internal multiples with scattering points at the sea surface.
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SCATTERING DIAGRAMS IN SEISMIC IMAGING

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application claims the benefit of U.S. application No. 60/747,376 filed May 16, 2006, and U.S. application No. 60/747,921, filed May 22, 2006, each of which is hereby incorporated by reference for all purposes.

BACKGROUND

[0002] It is not easy to analyze seismic data. Ghosts, free-surface multiples, and internal multiples can all get in the way of finding the desired information such as the location, thicknesses, and velocities of propagation associated with layers of interest.

SUMMARY OF THE INVENTION

[0003] I here disclose a new type of scattering events that we discovered while analyzing the scattering diagrams of the correlation-type representation theorem in inhomogeneous media. I also link these new scattering events with the notion of negative refraction in optics and that of virtual particles in quantum field theory. Just like the Feynmann diagrams in quantum field theory, the scattering diagrams used in our analysis in this short note are a schematic form for the wave propagation that allows us to understand and develop the wave-scattering theory and its applications in simple and natural terms rather than only in an abstract mathematical way.

[0004] I have called the new set of scattering “virtual-reflection” events. Again, virtual events here are events which are not directly recorded in standard seismic data acquisition, but their existence allows us to construct, for instance, internal multiples with scattering points at the sea surface; the standard construct of internal multiples does not include any scattering points at the sea surface.

[0005] I also disclose here four applications of the virtual events: (i) attenuation of internal multiples, (ii) an integration of velocity estimation and migration (i.e., automated imaging: version 1), (iii) an integration of multiples attenuation, velocity analysis, and migration (i.e., automated imaging: version 2), and (iv) an integration of multiples attenuation, P/S decomposition, velocity analysis, and migration (i.e., automated imaging: version 3).

[0006] In imaging applications, I here describe imaging methods in which the interval velocity estimation and depth migration are performed simultaneously. The methods work in a way similar to velocity-migration methods; that is, we perform several constant-velocity migrations (e.g., Stolt, 1978) and select the migration result and the corresponding velocity that produce the best-focused image of the subsurface. However, there are two key differences between our imaging method and classical velocity-migration methods is that we operate on the new scattering events introduced recently, known as virtual events instead of the actual data themselves.

DESCRIPTION OF THE DRAWING

[0007] FIG. 1: An example of geological models used in our imaging. We have superimposed on this model three virtual events (V1, V2, and V3) in addition to the three primaries (P1, P2, and P3) associated with this model.

[0008] FIG. 2: Examples of the scattering diagrams for direct wave, primaries, free-surface reflections, and internal multiples.

[0009] FIG. 3: Examples of constructions of primaries, free-surface multiples, and internal multiples using scattering diagrams. In these scattering diagrams, like the ones in the remaining figures in this invention, the process of wave propagation begins on the left and ends on the right. The solid line represents waves traveling forward in time, and the dotted line represents waves traveling backward in time. (a) A combination of two primaries is used to predict a first-order multiple. Notice that it is always possible to construct free-surface-reflection events by combining the wave-propagation paths of two real events contained in the same seismic data because the wave-propagation paths of free-surface-reflection events contain at least one reflection point at the sea surface. (b) A combination of a primary with a virtual event can produce an internal multiple. (c) This combination can also produce primaries. Notice that the virtual event allows us to compensate for the fact that internal multiples and primaries do not contain free-surface reflection points.

[0010] FIG. 4: An illustration of the construction of virtual seismic data as a combination of two primaries in which one of the primaries has been time-inverted.

[0011] FIGS. 5a and 5b: An illustration with scattering diagrams of the two-step process for generating internal multiples. The first step (FIG. 5a) generates virtual events which are then used in step 2 (FIG. 5b) to generate internal multiples. Notice that the data in the first step are divided into parts which do not intersect. The Earlier part contains only primaries, and the latter part contains primaries and internal multiples, and the latter part contains primaries and internal multiples (g′, c′, υ′). Notice that the non-linear line represents waves traveling forward in time, and the dotted line represents waves traveling backward in time.

[0012] FIG. 6: An illustration of how we can progressively move the bottom internal-multiple generator (BIMG) to generate and attenuate several classes of internal multiples. This process is carried out iteratively. In the first iteration, we predict and attenuate all the internal multiples which have at least one bounce above the BIMG 1 and at least one below the BIMG 1. Using the output of this iteration as our new data, we then move the BIMG deeper to a new position: the BIMG 2. We partition our new data in P 01 and P 02 . Notice that P 02 does not include data above the BIMG 1. Then we predict and attenuate all the internal multiples which have at least one bounce located between the BIMG 1 and the BIMG 2.

[0013] FIGS. 7a and 7b: An illustration with scattering diagrams of the first two iterations of the iterative process described in FIG. 6. The first iteration (FIG. 7a) predicts and attenuates all the internal multiples which have at least one bounce above the BIMG 1 and at least one below the BIMG 1. The output of this iteration is used as the data for the second iteration. So in the second iteration (FIG. 7b), we predict and attenuate all the internal multiples which have at least one bounce located between the BIMG 1 and the BIMG 2, and so on.
FIG. 8: A description of seismic imaging with a series of events of real and virtual events which can be imaged with constant velocities (P1 is a primary; V1, V2, and V3 are virtual events).

DETAILED DESCRIPTION

[0014] Before we describe the convention used in drawing our scattering diagrams, let us recall that solutions of wave equations (wave equations are the building blocks of seismology) involve waves traveling in positive as well negative time, the so-called “retarded” and “advanced” waves. Retarded waves progressively move with increasing time, as visualized in the classical movies of wave propagation (e.g., Ikelle and Amundsen, 2005). They are consistent with the way the current seismic data acquisitions are carried out; they arrive at receiver locations at some time after they have left the source location. Advanced waves travel backward in time; that is, they arrive at the hydrophones or geophones before they have left the source point. These waves are really an affront to our common sense and our understanding of how the world operates—our ever-aging bodies being an obvious testimony. So despite the fact that advanced waves are valid solutions to the wave equations, they are generally ignored in most seismology studies, at least in part, because of their counterintuitive nature. One of the key features of our diagrammatica here is that these advanced waves are included in our constructions of the scattering diagrams of seismic events.

[0015] FIG. 1 shows examples of virtual events in addition to the three primaries superimposed on a geological model. The key feature of virtual events that we are primarily concerned with in this invention is the fact that they carry the information about the thicknesses of layers but not their locations. This feature of virtual events stems from the crosscorrelation operation invoked in the construction of these events. In fact, the field of virtual events contains only information about the relative time delays between the real events but not their actual arrivals. After recovering the various thicknesses of layers as coded with a given model of the subsurface, we then construct a depth model using the first reflector in the subsurface as the reference surface. Note that this method requires long offset data, about one to two kilometers more that standard data, to compensate for the reduction of the aperture that occurs during the construction of virtual events.

Putting Scattering Diagrams to Work

[0016] Examples of the wave-propagation paths which constitute towed-streamer data are depicted in FIG. 2. These events can be grouped into three categories: primaries, free-surface-reflection events (ghosts and free-surface multiples), and internal multiples. Primaries are seismic events which reflect or diffract only once in the subsurface, but not at the free surface, before being recorded. Free-surface-reflection events (ghosts and free-surface multiples) are events with at least one reflection at the sea surface in their wave-propagation path. When the first and/or last reflection in the wave-propagation path of a free-surface-reflection event is at the sea surface, the free-surface-reflection event is characterized as ghosts. All the other free-surface-reflection events are characterized as free-surface multiples. Internal multiples are seismic events with no reflection at the free surface but with reflections between two interfaces other than the free surface. Two types of events in seismic data do not readily fall into the three categories that we have defined. Those events are head waves and direct waves. We treat head waves here as internal multiples and direct waves as primaries.

[0017] The key processes of marine seismic imaging (which are at the heart of modern oil and gas exploration and production) include (i) removing free-surface-reflection events from the data and leaving primaries and internal multiples, (ii) removing internal multiples from the data and leaving primaries, and then (iii) locating the scattering points and reflectors in the subsurface, which are the sources of primaries and internal multiples in particular. The key of our discovery is that all these processes can be explained, derived, and “optimized” using scattering diagrams (diagrammatica) in a way similar to the way the quantum field theory is often explained using Feynman diagrams. Our description of the optimization of seismic processes will become clearer in the next paragraph. Note that diagrammatica here mean a collection of scattering diagrams used to describe seismic events. We obviously expect this collection to grow significantly in the coming years in such a way that will enable us to describe the entire field of petroleum seismology through scattering diagrams.

[0018] In our scattering diagrams, such as the ones in FIG. 3, the process of wave propagation begins on the right and ends on the left. The solid line represents waves traveling forward in time (forward wave propagation), and the dotted line represents waves traveling backward in time (backward wave propagation). In forward wave propagation, the process begins on the left and ends on the right, whereas in backward wave propagation, it is the opposite. The arrows are added in these scattering diagrams to clearly indicate the direction of wave propagation. The point at which two lines meet is known as the scattering point. Scattering points can occur at the intersection of two solid lines, of two dotted lines, or of a solid line and a dotted line. The time is not explicitly shown in the scattering diagrams of this patent in order to avoid an unnecessary complication associated with a third axis. Notice that all events recorded in seismic data (i.e., direct waves, primaries, ghosts, and multiples) have a forward propagation. Therefore, in our diagrammatica, these events will be entirely marked by solid lines and will go from left to right. We will call them “real events.” Their noncausal versions, which correspond to backward propagation, will be marked by dotted lines and will go from right to left. We will call them “anti-causal events.” There are events which combine solid and dotted lines in their constructs. Such events will appear only in intermediate, unobservable stages of a process for constructing a real event. We will call these events “virtual events.”

[0019] As we can see in FIG. 3, it is always possible to construct free-surface-reflection events by combining wave-propagation paths of events contained in the same seismic data because the wave-propagation paths of free-surface-reflection events contain at least one reflection point at the sea surface. That is not the case for internal multiples and primaries. For example, to compensate for the fact that internal multiples do not contain free-surface-reflection points in their wave-propagation paths, the technology commonly used today in the oil and gas industry for constructing internal multiples, developed by Berkhout and Veschuur (1997), requires that the internal-multiple-generating reflectors be known, say, through interpretation of data. For the same reason, current migration methods used for locating the scattering points and reflectors in the subsurface from the field of primaries also require knowledge of a smooth-background-velocity model. This smooth-velocity model is used to...
extrapolate data acquired near the sea surface to the scattering point inside the subsurface, where there is no receiver.

[0021] So in addition to removing multiples from the data and leaving only primaries, modern seismic imaging methods also require the estimation of a smooth-velocity model of the subsurface before applying migration algorithms to seismic data. By using the concept of virtual events, we here found that internal multiples and primaries can be constructed with the scattering point at the sea surface, just like free-surface multiples, as depicted in FIG. 3 and 4. Furthermore, this concept can be used to remove internal multiples from the data and to develop methods for locating the scattering points and reflectors in the subsurface in which velocity estimation and migration are combined in a single algorithm. In other words, this concept of virtual events can be used not only to improve our understanding of the construction of internal multiples and primaries but also to develop more-optimal imaging solutions. Again, note that virtual events are not directly recorded in seismic data, but they can be constructed from seismic data by time inverting one of the two fields used in their constructions (see FIG. 4).

[0022] Let us remark that one can establish an analogy between virtual events and the concept of virtual particles in quantum field theory. Just like virtual events, virtual particles are theoretical particles that cannot be detected directly but are nonetheless a fundamental part of quantum field theory. There is also a connection between virtual events and the notion of negative refraction in optics. This notion is generally attributed to Veselago (1968), who first hypothesized that the material with a negative refractive index could exist so that light entering a material with a negative refractive index from a material with a positive refractive index will bend in the opposite direction of the usual observation. The similarities between the last two legs of the virtual events and the path of negative refraction are included in these patents. Let us also note that Van Manen et al. (2005) have followed the theoretical concepts and computational techniques revolving either around the idea of rescaling transformation, or the process of removing infinities from calculated quantities. Renormalization is used here in the context of rescaling a transformation—more precisely, rescaling the crosscorrelation operation.

[0023] Our discussion of these various constructs of seismic events is centered on the convolution-type and crosscorrelation-type representation theorems, as derived, for example, in Bojarski (1980), de Hoop (1995), and Gangi (1970). Other studies, especially those related to multiple attenuation and up/down wavefield separation, have used the convolution-type representation theorem as the starting point of the development of their solutions. They include Kennett (1979), Fokkema and van den Berg (1990, 1993), Ziolkowski et al. (1999), Amundsen (2001), Amundsen et al. (2001), and Ikelle et al. (2005). We have included Fokkema and van den Berg (1990, 1993) in the list, although their starting point is actually the convolution-type reciprocity theorems from which the convolution-type representation theorem can be deduced. One of the novelties here is our use of both the crosscorrelation-type and convolution-type representation theorems in our constructs of the scattering diagrams of seismic events.

[0024] Let us also note that Van Manen et al. (2005) have also recently used the crosscorrelation-type representation theorem for improving the computation time of finite-difference modeling. Derode et al. (2003), Roux and Fink (2003), and Wapenaar (2004) have explicitly or implicitly used the correlation-type reciprocity theorems to retrieve Green’s function of inhomogeneous media from wavefield recordings. We also show in this patent that the intuitive results of internal multiple attenuation can be derived from the crosscorrelation-type representation theory. Although not yet established, the works of Rickett and Claerbout (1999) and of Schuster et al. (2004) on daylight imaging, and that of Berkhout and Verschuur (2005) and Verschuur and Berkhou (2005) on internal multiple attenuation, can also be related to the crosscorrelation-type representation theorem because, at the very least, they invoke time reversal and the crosscorrelation of wavefields.


[0026] Again, the invention described here is different from previous inventions in at least three aspects:

[0027] (i) it is based on the concept of virtual events that none of the previous inventions used;

[0028] (ii) it combines several processing steps in one step while the current inventions focuses on one step only; and

[0029] (iii) in our invention, the processing steps, such as up/down separation, take place at points located inside the subsurface instead of at receiver points, as in previous inventions.

Renormalization of Virtual Events

[0030] In physics, renormalization refers to a variety of theoretical concepts and computational techniques revolving either around the idea of rescaling transformation, or the process of removing infinities from calculated quantities. Renormalization is used here in the context of rescaling a transformation—more precisely, rescaling the crosscorrelation operation.

[0031] The first question is, why do we need to renormalize virtual events? The second question is how do we mathematically describe this renormalization? Our objective in this section is to answer these two question.

[0032] The field of virtual events is generally defined as follows:

\[ P_x(x_0, \omega, \omega_x) = -\frac{i}{4\pi} \int_{\omega_0} d\omega_1 \frac{\delta(\omega_1)}{dS(x_0/\omega_1)} \delta(\omega + \omega_1) \delta(\omega_1 - \omega) \]

where \( P_x \) denotes the virtual data, \( P_p \) is the pressure data, and \( v_x \) are the particle-velocity data.

[0033] To ensure an effective removal of predicted internal multiples from the data or higher resolution in the imaging, it is important to make the amplitude of virtual events consistent with those of the data by replacing \( P_p \) with \( P_p^{\alpha} \) in the computation of virtual events with \( P_p^{\alpha} \). The field \( P_p^{\alpha} \) is defined as follows:

\[ \int_{\omega_0} d\omega_1 P_p^{\alpha}(x_0, \omega_1, \omega_1) = \delta(\omega_1 - \omega_1) \]

or its equivalent,
The Concept of Virtual Events in the Attenuation of Internal Multiples

As shown in FIGS. 5a and 5b, the crosscorrelation of \( P_p \) (made of event \( \mathbf{l}_1 \)) with \( v_3 \) (made of events \( \mathbf{a}_1' \), \( \mathbf{a}_2' \), and \( \mathbf{a}_3' \)) allows us to create only causal virtual events. Moreover, this correlation does not create the apparent direct wave. In fact, as long as the events in \( P_p \) arrive earlier than the events in \( v_3 \), without an overlap between the fields, the crosscorrelation of the two fields will not produce direct wave events. By convolving the field of virtual events in FIG. 5a with \( v_3 \) (i.e., \( \mathbf{a}_1' \), \( \mathbf{a}_2' \), \( \mathbf{a}_3' \)), we obtained a field containing only internal multiples. Because \( P_p \) was limited to one event only, we obtained only internal multiples related to this event. In other words, if event \( \mathbf{l}_1 \) corresponds to the sea-floor reflection, we only predicted sea-floor-related internal multiples. We will describe later how this process can be carried out iteratively to predict and attenuate all internal multiples included in seismic data.

To explicitly analyze the traveltimes of internal multiples predicted in FIGS. 5a and 5b, let us use the ID example. The vertical component of the particle velocity, \( v_3 \), and the pressure, \( P_p \), are now defined as follows:

\[
v_3 = v_1 \tau_1 t_1 + v_2 \tau_2 t_2 + v_3, \quad P_p = p_1 z_1,
\]

where

\[
z_k = \exp(-i\omega t), \quad Y_k = \exp(-i\omega t/k)
\]

and \( k \) takes the values 1, 2, and 3. If \( \tau_1 \), \( \tau_2 \), and \( \tau_3 \) denote the one-way traveltimes in the first layer, second layer, and third layer, respectively, then \( \tau_1 = 2\tau_2 \tau_3 \), \( \tau_2 = 2\tau_2 + 2\tau_3 \), \( \tau_3 = 2\tau_2 + 4\tau_3 + 2\tau_1 \). The crosscorrelation of \( v_3 \) and \( P_p \), which we have denoted \( \gamma_{l1} \), is given by

\[
\gamma_{l1}(\omega) = \int dS(x) A(x, w, x) P_p(x, w, x), \quad \gamma_{l1}(\omega) = \int dS(x) A(x, w, x) P_p(x, w, x),
\]

where

\[
\gamma_{l1}(\omega) = \int dS(x) A(x, w, x) P_p(x, w, x), \quad \gamma_{l1}(\omega) = \int dS(x) A(x, w, x) P_p(x, w, x).
\]

In the domain, this field is

\[
\eta(x, w; X, w) = \int dS(x') P_p(x, w, x') v_3(x', w).
\]

Thus, (1) becomes

\[
P_p(x, w, x) = \int dS(x') P_p(x, w, x') v_3(x, w, x),
\]

where \( P_p \) denotes the field of normalized virtual events. The traveltimes of normalized virtual events in \( P_p \) are unchanged compared to the traveltimes of the same events in \( P_p \). They only differ in amplitudes.

The Concept of Virtual Events in Seismic Imaging

Let us now turn our attention to the problem of constructing scattering diagrams for seismic imaging—that is, locating scattering points instead of constructing seismic
events. Our approach here is to image virtual events instead of
primaries as is classically done in seismic processing.

[0040] By segmenting our data, we can turn the problem of
depth imaging to that of imaging with constant velocities. Let
us recall that imaging with constant velocities is very com-
putation-efficient compared to depth imaging, but it generally
leads erroneous model of the subsurface just like time imag-
ing. The reason for this is that the constant-velocity imaging
goes ignore the Fermat principle. Our use of constant velocity
imaging does ignore the Fermat principle.

[0041] So how do we construct our depth imaging with
constant-velocity imaging. Let us start by looking at two
examples of velocity model imaging. Suppose that we con-
struct the virtual events by crosscorrelating the sea-floor
reflection with the data from the other reflectors. The results
show that we can find the actual velocity, which allows us to
properly image the reflector R2. Unfortunately, that is the
only reflector which is correctly imaged in this process. How-
ever, if we repeat the process by using data constructed by
crosscorrelating the response of R2 and the rest of the data,
we can again find the actual velocity which allows us to pro-
perly image the reflector R3. Therefore, the challenge now is how
to construct an automated depth-imaging process based on
the idea of a sequential constant velocity imaging of virtual data
that can simultaneously produce both the actual velocity
model and the depth image of the subsurface. The resulting
algorithm is iterative and it uses the concept of bottom image
generator (BIG).

[0042] By segmenting the data, we cannot image all the
reflectors in the data simultaneously. However, an iterative
approach can be used to produce a complete model of the
subsurface. The basic idea is to continuously move the bound-
ary between P(x, ω, x) and V3(x, ω, x) at each iteration. We
will call this boundary the bottom-image generator (BIG).

Some Data-Processing Background Related to Up/Down
Separation, P/S Separation, and Velocity-Migration Analysis
Deghosting and Up/Down Separation

[0043] Let us start by recalling the definitions of sources
and receiver ghosts. A receiver ghost is an event whose last
bounce is at the free surface, whereas a source is an event
whose first bounce is at the free surface. In most marine
seismic data, source ghosts are generally treated as a com-
ponent of the source signature because they are very close to
the sea surface. Thus they are indistinguishable from events asso-
ciated with them. The situation is quite different regarding
receiver ghosts, especially the OBS (ocean bottom seismic),
VC (vertical cable), and walkaway VSP (vertical seismic
profile), where the receivers are not close to the sea surface
at all. Even for towed-streamer data, the receiver ghosts can be
quite significant, especially in bad weather, as one of the
current practices for reducing ocean swell noise is to merge
streamer quite deep in water.

[0044] We can also notice that all receiver ghosts can be
classified as downgoing events with respect to the receiver
locations. In towed-streamer, OBS, and VC data, the entire
downgoing wavefield is made of receiver ghosts only. So the
receiver deghosting process, i.e., the process of removing
receiver ghosts from data, is equivalent to the up/down sepa-
ration of these data. However, this equivalence is not true for
the walkaway VSP, there are downgoing events which are not
receiver ghosts when receivers are located below the sea floor.
The fact that this equivalence is not true is the reason why the
word deghosting is not generally used in borehole seismic
processing, where the objective is to remove the entire down-
going wavefield from the data, including receiver ghosts.

[0045] In our imaging algorithm the up/down separation is
applied at the BIMG locations at each iteration.

[0046] Here are exemplary formulae one can use for per-
forming up/down separation:

\[ f^{\text{up}}(k, \omega, x) = \frac{1}{2} \{ \phi(k, \omega, x) + f^{\text{down}}(k, \omega, x, x) \}, \]
\[ f^{\text{down}}(k, \omega, x) = \frac{1}{2} \{ \phi(k, \omega, x) + f^{\text{up}}(k, \omega, x, x) \}, \]
\[ f^{\text{up}}(k, \omega, x) = \frac{1}{2} \{ \phi(k, \omega, x) + f^{\text{down}}(k, \omega, x, x) \}, \]

where the filters

\[ f^{\text{up}}(k, \omega, x) = \frac{k_x^2}{k_y^2} [1 - 2k_y^2(\kappa_2^2 + k_x\alpha_3)], \]
\[ f^{\text{down}}(k, \omega, x) = \frac{k_x^2}{k_y^2} [1 - 2k_y^2(\kappa_2^2 + k_x\alpha_3)], \]
\[ f^{\text{up}}(k, \omega, x) = \frac{k_x^2}{k_y^2} [1 - 2k_y^2(\kappa_2^2 + k_x\alpha_3)], \]

with \( k = [k_1, k_2]^T \) and \( \sigma \) takes the values 1 and 2. \( \psi^{\text{up}}(k, \omega, x) \)
and \( \psi^{\text{down}}(k, \omega, x) \) represents of upgoing particle velocity and
pressure, respectively. The equations are here written and
applies in F-k (frequency-wavenumber) domain. Alternative
formulae for up/down separation in other domains can also be
used.

P/S Splitting

[0047] In the third version of our imaging method, we
require that data be split into P- (i.e. P-P data) and S-waves
(i.e., P-S data), in addition to the application of demultiple.

[0048] Let \( \psi_p \) be the particle velocity. We define the P/S
splitting, through upgoing P-wave and S-wave potential fields
\( \phi \) and \( \chi_s \), respectively, by applying the divergence and curl
operator, respectively, to \( \psi_p \), i.e.,

\[ \phi = \text{div} \psi_p; \chi_s = \text{curl} \psi_p. \]

Velocity-Migration Analysis

[0049] The basic idea for reconstructing the background
velocity is to image our data with various velocity models and
to select the model which produces focused images of the
subsurface. The two basic components of this approach to
estimating the background are (i) the tool used for imaging
the data and (ii) the criteria for determining the best velocity
model. We can, for example, use for the imaging algorithm is
a prestack time migration algorithm like Stolt migration.
Many constant-velocity migrations are performed, for a num-
ber of velocities between \( V_{\text{min}} \) and \( V_{\text{max}} \), with a step of \( \Delta V \).
The criterion for selecting the correct velocity can be the
amplitude of migrated results. This criterion essentially
amounts to "focusing" the seismic traces so that a large response is obtained. When the traces are properly lined up (i.e., properly moveout corrected), then the sum of traces will be maximized. This idea is similar to the focusing actions of a lens or a parabolic reflector for plane waves.

Algorithmic Steps: Version 1

[0050] Step 1: Use the actual data to reconstruct the first reflectors, such as the sea-floor reflection in the case of marine data. We also reconstruct the first velocity model. We use the standard velocity-migration method to reconstruct these image and velocity models of the subsurface.

[0051] Step 2: We design the bottom-image generator (BIG) location using the imaging result. The information above the BIG is assumed to be correct, and the remaining model below the BIG is throwaway.

[0052] Step 3: We then use a demigration scheme of the image above BIG obtained in Step 2 to also define a bottom-internal-multiple generator (BIMG). The demigration scheme will create only data above the BIMG.

[0053] Step 4: Create virtual events using data above and below the BIMG.

[0054] Step 5: Remove then internal multiples as described in FIG. 6 for data below the BIMG.

[0055] Step 6: Scan the field of virtual events with a velocity-migration; that is, we perform several constant-velocity migrations (e.g., Stolt, 1978) and select the migration result and the corresponding velocity that produce the best-focused image of the subsurface. We then define a BIG corresponding to the shallowest set of reflectors which are best-focused. We start again from Step 2.

Algorithmic Steps: Version 2

[0056] Step 1: Use the actual data to reconstruct the first reflectors, such as the sea-floor reflection in the case of marine data. We also reconstruct the first velocity model. We use the standard velocity-migration method to reconstruct these image and velocity models of the subsurface.

[0057] Step 2: We design the bottom-image generator (BIG) location using the imaging result. The information above the BIG is assumed to be correct, and the remaining model below the BIG is throwaway.

[0058] Step 3: We then use a demigration scheme of the image above BIG obtained in Step 2 to also define a bottom internal multiple generator (BIMG). The demigration scheme will create only data above the BIMG.

[0059] Step 4: Create virtual events using data above and below the BIMG.

[0060] Step 5: Perform an up/down separation using one of the techniques described in Ikelle and Amundsen (2005).

[0061] Step 6: Scan the field of virtual events with a velocity-migration; that is, we perform several constant-velocity migrations (e.g., Stolt, 1978) and select the migration result and the corresponding velocity that produce the best-focused image of the subsurface. We then define a BIG corresponding to the shallowest set of reflectors which are best-focused. We start again from Step 2.

Algorithmic Steps: Version 3

[0062] Step 1: Perform an P/S separation of the data.

[0063] Step 2: Use the P-P data to reconstruct the first reflectors such as the sea floor reflection in the case of marine data. We also reconstruct the first velocity model. We use the standard velocity-migration to reconstruct these images and velocity models of the subsurface.

[0064] Step 3: Use the P-S data to reconstruct the first reflectors such as the sea floor reflection in the case of marine data. We also reconstruct the first velocity model. We use the standard velocity-migration to reconstruct these image and velocity models of the subsurface.

[0065] Step 4: We design the bottom image generator (BIG) location using the imaging result. The information above the BIG is assumed correct and the remaining model below the BIG is throwaway.

[0066] Step 5: We then use a demigration scheme of the image above the BIG obtained in Step 4 to also define a bottom internal multiple generator (BIMG). The demigration scheme will create only data above BIMG.

[0067] Step 6: Create P-P and P-S virtual events using data above and below the BIMG.

[0068] Step 7: Perform an up/down separation using one of the techniques described in Ikelle and Amundsen (2005).

[0069] Step 8: Scan the field of P-P virtual events with a velocity-migration; that is, we perform several constant-velocity migrations (e.g., Stolt, 1978) and select the migration result and the corresponding velocity that produce the best-focused image of the subsurface. We then define a BIG corresponding to the shallowest set of reflectors which are best-focused. (See FIG. 8.)

[0070] Step 9: Scan the field of P-S virtual events with a velocity-migration that is, we perform several constant-velocity migrations (e.g., Stolt, 1978) and select the migration result and the corresponding velocity that produce the best-focused image of the subsurface. We then define a BIG corresponding to the shallowest set of reflectors which are best-focused. (See FIG. 8.)

[0071] We start again from Step 3.

[0072] In each case we produce an image, which is in the nature of a concrete result viewable by humans. This image may be printed on paper in one color or in more than one color. It may be displayed on a screen in one color or more than one color.

[0073] One skilled in the art may, without undue experimentation, devise myriad obvious improvements and variations upon the invention as set forth herein, all of which are intended to be encompassed within the claims which follow.

1. A method for analyzing seismic data, the method comprising the steps of:

   reconstructing first reflectors from the seismic data, yielding an imaging result;

   designing a first bottom-image generator (BIG) location using the imaging result;

   defining a bottom-internal-multiple generator (BIMG) location above the first bottom-image generator location;

   creating a field of virtual events using seismic data above the bottom-internal-multiple generator location and above the bottom-internal-multiple generator location;

   removing at least one internal multiple, using the at least one virtual event, for seismic data below the bottom-internal-multiple generator location;
performing a plurality of constant-velocity migration analyses, and selecting a migration result and a corresponding velocity producing a best-focused image of a subsurface.

2. The method of claim 1, further comprising the steps, performed after the selecting step, of:
   - defining a second bottom-image generator location corresponding to a shallowest set of reflectors which are best-focused; and
   - repeating the defining, creating, removing, performing and selecting steps with respect to the second bottom-image generator location.

3. The method of claim 2, further comprising the steps, performed after the repetition of the selecting step, of:
   - defining a third bottom-image generator location corresponding to a shallowest set of reflectors which are best-focused; and
   - repeating the defining, creating, removing, performing and selecting steps with respect to the second bottom-image generator location.

4. A method for analyzing seismic data, the method comprising the steps of:
   - reconstructing first reflectors from the seismic data, yielding an imaging result;
   - reconstructing a first velocity model;
   - designing a first bottom-image generator (BIG) location above the first bottom-image generator location;
   - creating a field of P-S virtual events using seismic data above the bottom-internal-multiple generator location and using seismic data below the bottom-internal-multiple generator location and above the first bottom-image generator location;
   - performing an up/down separation of the seismic data, using the at least one virtual event;
   - performing a plurality of constant-velocity migration analyses, and selecting a migration result and a corresponding velocity producing a best-focused image of a subsurface.

5. The method of claim 4, further comprising the steps, performed after the selecting step, of:
   - defining a second bottom-image generator location corresponding to a shallowest set of reflectors which are best-focused; and
   - repeating the defining, creating, removing, performing and selecting steps with respect to the second bottom-image generator location.

6. The method of claim 5, further comprising the steps, performed after the repetition of the selecting step, of:
   - defining a third bottom-image generator location corresponding to a shallowest set of reflectors which are best-focused; and
   - repeating the defining, creating, removing, performing and selecting steps with respect to the second bottom-image generator location.

7. A method for analyzing seismic data, the method comprising the steps of:
   - reconstructing first reflectors from the seismic data, yielding P−P (compression-compression) data and P-S (compression-shear) data;
   - reconstructing a first velocity model from the P−P data, yielding an imaging result;
   - reconstructing a first velocity model from the P−P data;
   - reconstructing first reflectors from the P-S data, yielding a further imaging result;
   - reconstructing a further first velocity model from the P-S data;
   - designing a first bottom-image generator (BIG) location using the imaging result;
   - defining a bottom-internal-multiple generator (BIMG) location above the first bottom-image generator location;
   - creating a field of P−P virtual events using seismic data above the bottom-internal-multiple generator location and using seismic data below the bottom-internal-multiple generator location and above the first bottom-image generator location;
   - creating a field of P-S virtual events using seismic data above the bottom-internal-multiple generator location and using seismic data below the bottom-internal-multiple generator location and above the first bottom-image generator location;
   - performing an up/down separation of the seismic data, using the at least one virtual event;
   - removing at least one internal multiple, using the at least one virtual event, for seismic data below the bottom-internal-multiple generator location;
   - performing a plurality of constant-velocity migration analyses with respect to the field of P−P virtual events, and selecting a migration result and a corresponding velocity producing a best-focused image of a subsurface; and
   - performing a plurality of constant-velocity migration analyses with respect to the field of P-S virtual events, and selecting a migration result and a corresponding velocity producing a best-focused image of a subsurface.

8. The method of claim 7, further comprising the steps, performed after the selecting steps, of:
   - defining a second bottom-image generator location corresponding to a shallowest set of reflectors which are best-focused; and
   - repeating the defining, creating, removing, performing and selecting steps with respect to the second bottom-image generator location.

9. The method of claim 8, further comprising the steps, performed after the repetition of the selecting steps, of:
   - defining a third bottom-image generator location corresponding to a shallowest set of reflectors which are best-focused; and
   - repeating the defining, creating, removing, performing and selecting steps with respect to the second bottom-image generator location.

* * * * *