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or more initial conditions must be memorized in the 

COMPUTER sample-hold circuit of each node module. For example, 

Walter Joseph Karples, 7450 Pa10 Vista Drive, in the solution of the diffusion equation only one condi- 
EQS Angeles, Calif. 90046 tion is necessary. However, in the solution of the wave 

Filed Mar. 22,1863, Ser. No. 267,255 5 'and bi-harmonic equation, two initial conditions are 
11 Claims. (CI. 235-150.31) required. Also, in order to handle non-linear problems 

additional information must be memorized. One sample- 
This invention relates to a discrete-space-discrete-time hold circuit per module supplies for these tasks. The 

computer. More specifically, the invention relates to quantities held in the analog memories are therefore 
a computer in the form of a fully automatic network- 10 combinations of those read out of the .digital computer 
type simulator for solving transient field problems. after each computing epoch. 

In a copending patent application Ser. No. 839,160, The system therefore consists essentially of a closed 
filed Sept. 10, 1949, now Patent No. 3,093,731, by the loop including the node module, the output commuta- 
same applicant as the instant application, a general pur- tor, the ,analog-digital converter, the digital computer, 
pose field simulator is described. The simulator of the 15 the digital-analog converter, the input commutator, and 
copending application is useful for the solution of most the sample-hold circuits. A control timer is employed 
transient field problems and involves essentially the ap- to synchronize the #operation of these diverse units and 
plication of one or two initial conditions to a plurality to assure that each unit operates at the appropriate time 
of modules representing points in space. The initial during the computing cycle. The system is therefore 
conditions are applied by means of a plurality of poten- 20 able to automatically operate and print-out solutions 
tiometers. An additional potentiometer serves to read over several hundred time epochs. 
or measure the solution which consists of the potential In addition to the time saving and convenience effec- 
existing at each module representing a point in space ted by this automation, the system described has a num- 
at the time epoch under consideration. After each ber of advantages. First, the digital computer can be 
reading a selector switch is rotated and the function of 25 employed to obtain and apply correction factors to 
the potentiometers is interchanged. To employ the counteract drift and ofher shortcomings of the compon- 
method described in the copending patent application, ents in the analog network. For example, the system 
it is necessary to read potentials at each step in space can be run initially with zero boundary conditions and 
by balancing one of the potentiometers and to advance zero initial conditions and the resulting output measured. 
the selector switch. 30 This output is due to zero-offset in the amplifiers com- 

In the present application the transient field simulator prising the network. These values can then be employed 
is fully automated to facilitate the solution of nonlinear to calculate "auxiIiary initial conditions" which when 
field problems. Field properties such as conductivity or applied to the sample-hold circuits produces the correct 
heat capacity which are functions of the field potential zero output. These correction terms can then be used 
are examples of nonlinear field problems. The system 35 throughout the calculation to offset equipment inac- 
of the present application consists of a plurality of net- curacies. 
work node n~odules interconnected to represent the field A second important advantage of the digital technique 
spatially. The node modules of the present application is that it facilitates the solving of nonlinear problems. 
have a simpler and improved construction in comparison The nonlinear problems to be solved are governed by 
to the node modules disclosed in the copending patent 40 equations of the type 
application. 

An output commutator is employed to sample in turn d(u(rn)$)=k(+)%+f (6) 
the potentials existing during the initial time epoch of 3, (1) 

each of the known node modules. The output of the 
commutator is applied to an analogdigital converter so 45 

b26 
;(.(+)$)=)(#)@+f (4) 

that the measured analog voltages are converted into 
(2) 

binary form. The output of the andog-digital converter a26 
is applied to a print-out device which serves to record $(r($)%)=k(@)mff (+I (3) 
the solution. The output of the analog-digital converter as as similar equations in two and three space di- 
is also directly applied to a digital computer. The pri- 50 mensions and modified forms of these equations involv- 
mary purpose of the digital computer is to store the po- ing terms such as tentials existing during the initial time e ~ o c h  of each 
of the node mGdules &d to make these p6tentials-avai a+ af (6) a2f ($1 
able at subsequent time epochs. The potentials stored at k ( d z ¶  bt2 

each time epoch become at the succeeding time epoch 55 These eqt~ations describe the most important of the 
the initial conditions applied to the node modules. transient field problems arising in engineering and applied 

After all the potentials have been determined fmor a physics. The technique used by the invention is also 
step of the computation and have been printed applicable to elliptic nonlinear partial differential equa- 

out-and memorized in the digital computer the system tions of the type 
is ready to proceed to the next step in the calcnl&ion. 60 

Memorized potentials within the digital computer are 
then read 'out into a digital-analog converter which con- 

(4) 

verts a memorizid number back to analog form. An The presence of the nonlinear terms u, k, and f in Equa- 
tions l ,  2, 3 and 4 makes these equations very diffcult 

icput commutator similar to that used in the output of 65 to solve by means of existing analog and digital tech- 
the network module unit distributes the memorized po- nique, = the case of presently available analog meth- 
tentials to the appropriate node modules. In order that ods it is necessary to provide a multitude of nonlinear 
these potentials be available for the entire calculating elements each possessing a specified digi- 
interval (of the order of several seconds) an analog tal computing methods it becomes necessary either to 
memory or sample-hold circuit is supplied with each 70 take very small steps in the time domain in order to avoid 
node module. Dependent upon the type of equation computational instability, or it becomes necessary to solve 
which is to be solved, algebraic combinations of one by slowly converging iterative techniques a large system 
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of simultaneous nonlinear algebraic equations at each step infinity. A typical point within this net is then labeled 
in time; both of these possibilities generally imply un- 0 and the adjacent points in the x and t directicns are 
economically long computer runs and tax the ability of labeled 1 through 14 as shown. 
even the largest available digital computers. The partial derivatives in the equation under study are 

The field simulator described in the present application 5 then expressed as differences of the potential between 
overcomes the aforementioned problems since it has the point 0 and points 1 through 14. In order to permit 
following characteristics: the variation of At without the possibility of computa- 

(1) Ability to handle from 100 to 1,000 grid points tional instability, it is desirable that the finite difference 
distributed in a one, two or possibly three dimensional approximations to be utilized be implicit-that is, ex- 
region. press unknown potential implicitly in terms of known 

(2) Ability to handle analytic nonlinearities as well potentials. In general, at any step in the computation 
as nonlinearities available only in graphical form, using the potentials in the Iine to and the line to-At .are known 
a very small amount of nonlinear analog equipment. information, while the potentials in the line t&At have 

(3) Utilization of a relatively small, inexpensive digi- to be determined. 
tal computer (for example, an IBM 797, .a Scientific Data 15 The finite difference equation applicable to each net 
System 920, or a Packard-Bell 250) to perform calcula- point is then rearranged and transformed to take the form 
tions which would otherwise be difficult even for a large al(+l-@o)+a2(462-+o) . . computer such as the IBM 7090. 

(4) Completely automatic operation involving no in- - t~n (~n -h )+ (@x-+o>=O ( 5 )  

tervention by the operator in the course of a problem 20 where the coefficient a2 . . - an are positive or nega- 
run. tive constants. All nonlinear terms in the equation are 

(5) Ability to control truncation errors in the time combined in the term @x, so that @X is a highly nonlinear 
domain by automatic adjustments of the time step At in function of the potentials $0, $1 . $14- The technique 
the course of the solution. for arranging the nonlinear partial differential equations 

A clearer of the invention will become 25 in this form is discussed at a later point in the specifica- 
apparent upon reference to the drawings wherein: tion. 

FIGURE l a  is a finite difference grid which is a graphi- The next step in the discrete-space-discrete-time meth- 
cal representation of a field at different times for a one od involves the solution of Equation 5 at each point in 
space dimension problem; the space domain. For the first time increment, a num- 

FIGURE lb  is a circuit diagram which can be asso- 30 ber of the potentials in Equation 5 are the specified initial 
ciated with each finite difference grid point illustrated in and boundary conditions. The potentials in line to+At 
FIGURE la; constitute the solution for the first time increment. These 

FIGURE 2 illustrates the interrelation of the node solution values are then used as initial conditions in the 
modules for a one space dimension field problem; next solution cycle in which the potentials in line to+2At 

FIGURE 3 is a circuit diagram representing a first em- 35 are found. In the succeeding computer cycle the poten- 
bodiment of a node module useful in solving certain types tials in Iine t0+3At are obtained, etc. The solution is 
of field problems; therefore carried out in a stepwise manner in the time 

FIGURE 4 is a circuit diagram representing a second domain. 
embodiment of a node module useful in solving field prob- The construction of the computer system is facilitated 
lems; 40 by recognizing the formal similarity of Equation 5 and 

FIGURE 5 is a circuit diagram representing a third Kirchhoff's node law (2i,=O) governing a junction of 
embodiment of a node module useful in solving field electrical resistors (of conductances al, az . . . a,) link- 
problems; ing anode with voltage @o with other circuit nodes having 

FIGURE 6a is a circuit diagram of a single opera- voltages +I, $2 . . . #J,, and $,. A group of elelctrical 
tional amplifier realization of a node module used in 45 resistors, some positive and some negative, can therefore 
solving the parabolic and elliptic field equation; be associated with each finite difference grid point along 

FIGURE 66 is a circuit diagram of a single opera- each space coordinate, as shown in FIGURE lb. In 
tional amplifier realization of a node module used in FIGURE Ib the resistors are designated through 
solving the parabolic and hyperbolic field equations; and the voltages are designated +o through @lo. 

FIGURE 6c is a circuit diagram of a single operation An electronic analog computer circuit satisfying Equa- 
amplifier realization of a node module used in solving the 50 tion 5 is constructed for each finite difference net point 
biharmonic field equation; in the space domain. These circuits are termed node 

FIGURE 7 is a circuit diagram of a typical node modules and are interconnected as shown in FIGURE 2. 
module including a sample-hold used in the solution of Each node module is identified with a specific point in the 
the parabolic, hyperbolic and elliptic equations; 55 space domain and has one input and one output. The in- 

FIGURE 8 is a block diagram of a first alternative puts I C  correspond to the sum of the "initial conditions" 
form of the computer system; for each step in the time domain, while the outputs S con- 

FIGURE 9 is a block diagram 'of a second alterna- stitute the potentials at time to+At-hence the problem 
tive form of the computer system; solution for that step in the time domain. The practical 

FIGURE 10 is an example function generator unit realization of these node modules is considered in detail 
which may be used with the computer system of FIG- at a later point in the specification. 
URE 9, and The technique for reducing the major types of non- 

FIGURE I1 is a flow chart explaining the operation of linear partial differential equations of interest to engi- 
the digital computer included in the computer system. neers to the form of Equation 5 will now be demon- 

The first step in the discrete-space-discrete-time method, 65 strated. The equations considered are classified as para- 
as  in all digital techniques, involves the approximation bolic, hyperbolic, biharmonic and elliptic partial differen- 
of the partial differential equations to be solved by a tial equations, and each classification is considered in 
system of finite difference equations. A one, two, three turn. In order to simplify the discussion, it is assumed 
or four dimensional coordinate grid is imagined super- that each partial differential equation contains only two 
imposed on the field under study, and attention is limited independent variables x and t; but the technique is equal- 
to  the net points of the grid. In a problem involving ly applicable to problems in two and three space coordi- 
only x and t as independent variables, the finite differ- nates. It is also assumed that the x and t domains are 
ence grid has the general form shown in FIGURE la, divided into discrete increments Ax and At in length (the 
where the x coordinate is geaerally bounded at x=O and problem of varying of the spacing Ax and Ar is to be con- 
x=X while the time coordinate proceeds from zero to 75 sidered subsequently). The finite difference grid iIlns- 
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trated in FIGURE l a  therefore is descriptive of all of the Multiplying through by Ax2 and combining the last three 
problems to be considered. In this grid a typical point terms on the left hand side, yields 
0 is selected and adjacent points are designated 1  through 
14 as shown. For any step in the calculation it can be (+I-+o)-~(+z-@o)+(@~-@o) +($x-@o)=o (13) 

assumed that the potentials in line to (that is, at points 5 where 
9, 4, 5, 6 and 10) are known, having been specified initial- 1 
ly or determined in the preceding steps of the calcula- $ x = + 0 c 4 m ( y ) 0 ( + 1 2 - @ 0  
tion. The potentials in line to+At (that is, at points 7, 
1, 2, 3, and 8 )  are unknowns and must be determined 

Ax2J($o) Ax2"+o) ($2-410) -- -- 
simultaneously. Of course not all of these points are re- lo At.($@) .(+o) (141 

quired for all types of partiaI differential equations. To obtain a physical insight into the significance of 
In order to permit the representation of all nonlinear these expressions, Equation 13 may now be identified as 

terms by the potential $, in Equation 5, equations of the a KirchhofF's node law equation characterizing the junc- 
general form of Equations 1, 2, and 4 are rearranged and tion of four resistors-1/2, 1, 1, and 1 in magnitude as 
transformed to read 15 shown in FIGURE 3. A voltage $= is generated by 

means of an analog function generator using voltages $lz, 
36 36 b26 $0, $2, and $1, as inputs. $o, $II, and $12 are known 

(6)  values, while @2, and $3 are unknown. Voltage sources 
where the term F depends upon the specific nature of acting at points 1, 2, and 3 must therefore be adjusted 
the equation. Similarly equations, such as Equation 3, 20 simultaneously to produce the specified voltage at $0. 

containing the biharmonic operator, are rewritten as It should be recognized that the typical node circuits of 
the type shown in FIGURE 3 for adjacent nodes in the am ar . . .)=, $+F(+. 6' 8) x domain overlap. Thus point 1  of the node in FIGURE 

(7) 3 is identical with the point 2 of the node immediately 
Parabolic pmtial differential equations 25 to the left. Similarly point 3 of the node shown in FIG- 

The rather general nonlinear parabolic URE 3 is identical with point 2 of the node module im- 
equation, Equation I, is an example of a very important mediately to the right of the one shown. 
class of partial differential equations. Assume that the The function generator required to generate @, would 

nonlinear terms cr, k,and f are as graphical plots contain three arbitrary function generators, for example 
of these functions versus  din^ the term on the 30 biased diode function generators, to generate the terms 
left side of Equation 1 and rearranging yields 

b26 bg(+) a& a6 
o ( + ) @ + ~  z-k(+)i)t-f (6) =O Each of these diode function generators has one input, 

@o, and one output. This output must then be multi- 
Recognizing that 35 plied by terms such as (+12-+11)2 and (+s--+o) and com- 

a ~ ( + )  arc+) a+ bined in accordance with Equation 14. The function 
-=-- a~ a+ a~ generator unit therefore contains three diode function 

generators, three multipliers and two or three analog add- 
Equation 8 may be written as ing circuits. Only one such funcion generating unit is 

a2 1 au($)  3 2-k(d) % - f ( ~ ) = ~  40 required for the whole computer system. A commutator 
d x z + m   ax) u(+)  ax a(+) (9) is employed to permit this single function generating unit 

to calculate 6, for each of the node modules in turn. 
Each of the partial derivatives with respect to x and t Note that $, is a function of +2 which is an unknawn in Equation 9 are now approximated by finite difference voltage.  hi^ indicates that calculations at each step expressions. The first term on the left side is approxi- 45 in time must be iterative. That is, an initial value for mated by the familiar second central diaerence expression 

mx assumed arbitrarily and 13 is solved, pro- applicable to the points 1, 2, and 3 indicated in FIGURE viding a value for +z and hence a new value for $,. 1, as process is repeated until the solution, $z, fails to change 
a2+ 41 + 63 - 262 -- appreciably in two successive iterations. 
ax2 - Ax2 (10) 50 In order to reduce the truncation errgr at each s t e ~  

~ ~ ~ ~ i ~ i ~ ~  this expression in of differences withs re- in time, a slightly more complex finite difference approxi- 

spect to point 0 yields mation may be employed. Thus in place of Equation 1 la ,  
the second space derivative may be approximated as the 

a26 61-60 262-60 43-+0 -=--- average of the second derivatives at points 2 and 5, that 
x  AX^  AX^  AX^ ( l l a )  55 isas 

The first derivative of + with respect to x is written q= 1  _[__ 41-60 2$2-$0 63-60 6 60 
as 3x2 2 4x2 h a  +=+% 

a+ + I Z - ~ I I  -=- 96i-+o 66-60 
ax  AX (lib) 00 Ax2 ' 7 1  ( 1 5 )  

For the time derivative a backward difference expression The equation for the time derivative then becomes 
may be employed, 34-62-95 

3-62-4ho at a ~ t  ( 1 6 )  
at -7 65 Inserting these approximations in the partial differential 

Substituting Equations Ila,  l l b ,  and l l c  in Equation 9 equation, Equation 9, yields 
yields 

(@1-@0)-~(#2-#0) + (@3-@0) f (44-90) 
(61-60) 2(62-60) + ($3-60) -- + ( + S - ~ O ~ + ( ~ ~ - ~ O ) = O  (171 

 AX^ Ax2  AX^ 70 where 
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Equation 17 may now be identified with a node circuit vibration of h a m s  is \Equation 3. Expanding the term 
involving 5 positive resistors and 2 negative resistors as on the left-hand side of this equation yields 
shown in FIGURE 4. Mere potentials 40, $ J ~ ,  $5, ,and $6 

are known, 6, is generated using the function generator a,(+) aZu(9) b29- 
and el, $,  and must be determined simultaneously. 5 c(&$+2(F)(~)+(r)G- 
In general, in solving parabolic partial differential 

equations only one initial condition is specified. Equation 
17 and the circuit of FIGURE 4 are therefore "non- 
self-starting." That is, they are applicable only after at which becomes upon rearranging 
least one step in the calcuation has been completed, so 

2 an(+) that solutions are known for two time increments. In 3 ; ( bx )(%)+ order to apply Equation 17 and the circuit FIGURE 4 ax4 a(+) 
it is therefore necessary to conlplete one computer run 
using a self-starting formula such as that of Equation 
13 and FIGURE 3. 15 

(24 

To form the computer system, node circuits such as Equation 24 can be written as 
those of FIGURE 3 or FIGURE 4 must be connected 
in cascade so that an equation of the type of Equation 2 au($) a4 a34 
13 is solved simultaneously for each point in space. g ' & d ~ ) ( ~ ) ( @ ) +  
None of the terms in Equations 13 and 18, and hence 20 
none of the elements in FIGURES 3 and 4, with the ex- 
ception of px, is nonlinear or contains the terms Ax or 

(25) 

at.  Most node modules can therefore be constructed Each space and time derivative in Equation 25 is now 
using fixed resistors, and all nonlinearities and changes approximated by a finite difference expression. These 
in time and space increments can ;be handled by means 25 approximations take the form 
of the one function generating unit. 

Hyperbolic partial differential equations 
2 3 2 

An example of a nonlinear equation describing wave 30 --(+s-d'o) Ax+ +z4(+s-40)-G4(66-$o) 
phenomena is Equation 2, where the nonlinearities a, k 
and f are specified as graphioal functions of q. Pro- 1 1 1 f z4(47-40) +Z-G4(46-@0)+G(@0-@0) 
ceeding as in the case of the parabolic equations, Equation 
2 is expanded land rearranged as 1 

35 +G4(410-+0) 
1 

($)o=s( -2411 -I-~+I~+c~-c.) 
(19) . . 

The first two terms on the left of Equation 19 are ap- 40 
proximated using Equations 15 and I l b  respectively, while 1 
the second time derivative is approximated by the sec- ( ~ ) o = z ( 6 z ~ 4 6 - 2 4 0 )  
ond central difference with respect to node 0 as 

(26) 

Inserting these expressions into Equation 25 yields 

(20) 45 -2($1-@0) +3($2-@0)-2($3-@0)-2(@4-+0) 
+3($5-@0)-2($6-$0) -ks(@7-$0) +% (@8-$0) 

The finite difference approximation of Equation 19 can 
then be written as +x (49-$0) +I% (410-40) + (@x-$0) =O (27) 

($1-@0) -2('$2-@0) + ($3-$0) $ (@4-@0) 60 where 

-2(@5-$0)f (@~-@o) f  (@x-$o)=O (21) 4r=+o 

where +@13-414) (412-411) 
1 

55 - I - ~ ~ ~ ) ~ ( ~ I I + ~ I Z - ~ ~ O I '  

an expression almost identical to Equation 17. 
In the electrical analog, therefore, the typical node 

module will have the form shown in FIGURE 4 but the 
function generating unit generates $, in accordance with 
Equation 22 instead of Equation 19. In formulating 
hyperbolic differential equations, two initial conditions 
are specified for each point in space, so that in starting 
a conlputer run, the potentials for the first two time 
increments are known. Equation 21 and FIGURE 4 
'applied to hyperbolic partial differential  equation,^ are 
therefore self-starting, so that no modification of the 
procedure is necessary for the first time increment. 

60 As before all nonlinearities and all terms inivolving 
time and space increments have been combined in the 
term @,. The node module applying to any mode 0 
can then be represented by a junction of 11 resistors as 
shown in FIGURE 5, which could remain fixed regard- 

65 less of the type of nonlinearity and the finite difference 
increments. A function generating unit must be pro- 
vided to accept as inputs the potentials at points 0, 2, 
5, 11, 12, 13, and 14 in order to ,generate @, in accordance 
with Equation 28. This unit is rel'atively complex, but 

70 it must be remembered that only one such unit is re- 
quired regardless of the ournber of net points used. 

Biharmonic partial differential eqz(ations Elliptic partial diflerential eqztations 

An example of a nonlinear equation governing the 75 As an example of a nonlinear elliptic partial differen- 
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tial equation, consider Equation 4 which may be expanded point$, Isbeled 1 through 100, along the x coordinate, 
as the equations applying to all points with even numbers are 

a2+ a(r(+) a+ multiplied by -1 while those applying to odd-numbered 
fl(+)aT+T G-f (+)=o points are left unchanged. In that event, the output 

5 potentials of the even-numbered node modules will ac- 
or tually be the negative of the solution for that point in 

time and space. This sign change must of course be 

(30) taken into account in printing .out the solution. The ad- 
vantage of this reformulation is that it permits the solu- 

The first and second space derivatives are approximated tion of the system of difference equations using (but one as in Equations 1 l a  and l l b  so that the finite difference operational anlplifier at  hi^ fo~ows from 
approximation of Equation 30 may ,be written as the fact that now the output potential @z of any node 

-2(+,-+,) +(e3-@,,) + ($x-@o) =o (31) module is identical to the potentials -+I and -+3 of 
adjacent modules. 

where 
15 Node modules for the solution of Equations 34, 35 

Ax2f ($0) I aa(+0) (g12-,$r1)2-- and 36 can therefore take the form shown in FIGURES 6n, +.=+o+- - 
4 ~ ( + 0 ) (  a+ )o ~ ( $ 0 )  6b and 6c respectively. The symbol 

(32) I\ 

Note the similarity between Equations 31 and 32 and 
Equations 13 and 14 applying to the diffusion equation. 20 
In fact these two equations are identical except that designates a D,C, operational amplifier having one input Equation 14 contains an additional term inversely pro- 

,o input and eo=-Aei where A is a positive portional to At. The solution procedure for these '"O number greater than 1000. The relative values of the equations is identical. Since time is not a variable e5 resistors are as indicated and the resistors have in Equation 4, the solution is calculated for only "one inputs as shown. 
time increment"; that is, the solution is complete once In the circuits shown in FIGURES 6a, 6b and 6c the 
the iterations for Equation 31 have converged. input potentials +,, $,, @ ,  and are identical with the 

An is "Ive potentials @2 of adjacent node modules. The output ter- 
the set of difference equations for each step in time. 30 minal of each module is therefore connected to the It is this operation which is most time consuming in pure terminals marked and @3 of adjacent node modules. 
digital solutions of linear and especially nonlinear par- Similarly potential +5 corresponds to the potentials @4 
tial differential equations. On the other hand, an aria- and +6 Of adjacent node modules. The= terminals may 
log network "relaxes" to the Correct Solution in a negligi- therefore be interconnected. The potentials ( + d o )  and 
ble amount of time. In such an analog system the mag- 35 @5 for each node module must be supplied by voltage 
nitudes of the dependent variables (i.e., the potentials sources, 
@) appear as D.C. voltages proportional in magnitude In earlier developments of the Discrete-Space-Discrete- 
to the variables represented. Accordingly, the initial Time technique as described in the copending patent app& 
conditions for each step in time are applied to the net- cation, resistance potentiometers served as voltage sources. 
work in the form of D.C. voltages and the solution values 40 In order to minimize the necessary function generating 
are read out of the network also in the form of voltages. equipment, and in order to utilize the longtime memory 
The modules comprising the analog network 'are designed capabilities of the digital computer, it is desirable that 
to  be very simple and inexpensive, containing only fixed all the node modules time-share a single function gen- 
elements. erator and the digital computer memory. Accordingly, 

A separate node module is required for each point in the potentials corresponding to +o, +4, @5, @6 and t& are 
space. The purpose of these modules is to solve Equa- 45 read directly out of the digital computer or are generated 
tion 5 for each step in the time domain. Such modules by the analog function generating unit. These values 
may be designed by simulating directly a circuit such appear in sequence (serially) at the output of the digital- 
as that of FIGURE lb-that is, by constructing a j u n ~  analog converter and are distributed to the appropriate 
tion of positive and negative resistors, with a voltage node modules by means of an input commutator. Thus 
source acting on node 2 to force the potential at node 0 50 the input commutator serves to convert the serial data 
to the values specified by the initial conditions. An from the digital computer into parallel form for use by 
economy in equipment can be eflected by rewriting Eqna- the analog network. It then becomes necessary to supply 
tion 5 to read each node module with a short-time memory to store the 

-uz+l=al+l+a~@~+a3@s . . . +nloClo 
voltage supplied through the input commutator until the 

+(al+a2+a3 . , . +alo+l)go (33) 55 computation cycle (for that time increment) is complete. 
One such memory, commonly termed sample-hold, is re- 

where the coefficient al . . . al,, may in general be posi- quired for each module. These sample-hold circuits can 
tive or negative numbers. To solve the parabolic Qua- be of simple conventional design, but must be capable 
tion 1, the finite difference approxizlation Equation 13 of holding the applied voltage with negligible error for a 
is rearranged to read 60 number of seconds. Such a sample-hold circuit is de- 

scribed on pages 6-27 of the "Computer Handbook" by 
2$2=@1+@3+ (@x-@o) (34) Huskey and Korn- 

Similarly, the finite difference expressions Equations 17 A typical node module for the solution of parabolic, 
or 21 are rearranged to read hyperbolic and elliptic equations may then take the form 

65 shown in FIGURE 7. Each module 10 has one sample- 
2@2=~1+@3+@4-2@5+@6+(@x-90) (35) hold circuit 12 which is periodically in contact with the 

The module for the nonlinear biharmonic equation, pole of an input commutator 100, and one output ter- 
Equation 3, is obtained by writing Equation 27 as mind which is sampled periodically by the pole of an 

output commutator 902. The node module is connected 
3@2=2$1+2@3+2@4-3@5+2$6-%@7 70 to adjacent modules in the positive and negative dirsc- 

-1/2@8-1/2@g-M@10-(@x-@0) (36) tions through two connectors each. One of the connec- 
The simplest possible realization for each node module tions in each direction serves to apply the output potential 

is obtained by multiplying by -1 both sides of those +2 to the adjacent modules; the other connections serve 
of Equations 34, 35 and 36 applying to alternate points to bring in the potentials -+I and -@, which are actually 
in the x domain. For example, if there are 100 net 75 the potentials @z of the adjacent modules. Modules adja- 
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cent to field boundaries are connected to voltage supplies insure the proper sequential performance. A printer 112 
generating potentizls proportional to the specified bound- records the problem solution. 
ary conditions. The digital computer unit I06 is programmed to per- 

The input resistors labeled @7 and are required to form four main functions. First, the digital computer 
treat the biharmonic equation. These resistors can also 6 106 serves as a memory for the output potentials @2 (the 
serve in the treatment of problems of the type of Equa- solutions for each computation cycle) and makes the'se 
tions 1, 2, and 4 in two space dimensions. In the latter potentials available as initial conditions (@,,, $4, @5 and q6) 
case these two resistors are connected to the o ~ ~ t p u t  ter- in subsequent computation cycles. Second, the digital 
minals of the adjacent nodes in the positive and negative computer 106 serves to generate the potentials @, in 
y directions. For problems in three space dimensions, accordance with Equations 14, 18,22 or 28. Since @, is in 
two additional resistors are required. general a function of the unknown potential $2, a series 

It appears, therefore, that a node module including of iterative computer runs through the hybrid loop must 
one amplifier, one sample-hold circuit and six fixed pre- be made for each time increment. Initial values of $, 
cision resistors suffices for the solution of parabolic, hyper- are assumed for each net point and computations are con- 
bolic and elliptic problems in two space dimensions, and 15 tinued until the potentials +, in two successive iterative 
for the solution of biharmonic problems in one space cycles fails to  show any appreciable change. The digitaI 
dimension. None of these elements is dependent upon computer 106 thirdly serves to test successive values of 
Ax, At, or the specified nonlinearities. @z for such convergence. Once a specified convergence 

An additional ~efinement involves the replacement of criterion has been satisfied, the digital computer emits a 
some $of the fixed resistors in a few of the node modules 20 signal which permits progression to the succeeding time 
with decades or variable resistors. For example the re- increment. 
sistors attached to $1 and $7 in FIGURE 7 may be re- The principal source of error, arising in the utilization 
placed by resistance potentiometers. These node modules of the analog operatima1 units employed in each of the 
can then be employed at the interface of two regions of node modules, is amplifier drift o r  zero-offset. To 
the field in which different sizes of the net sp~cing An: 25 obviate the necessity for expensive stabilization and drift- 
are employed. The setting of these vanable resistors can circuits, a cdibration conlputer sun is made 
be determined from the coefficients of Equation 5 apply- prior to each problem solution. In this calibration run 
ing to the net point under consideration. all initial and boundary conditions are set to zero, so that 

The overall computer system can take two ahna t ive  the solution values should be zero. In the presence of 
forms. The first form of the system is where the non- 30 drift, the output voltages will deviate from zero. Ac- 
linear terms cordingly, suitable correction potentials are applied at the 

input terminals of each node moduIe. These correcting 
potentials compensate for the drift such that the desired 
zero output conditions result. It is a fourth function of 

etc. are generated within the digital computer. In order 35 the digital computer 106 to store the appropriate correc- 
that this be practical, it is necessary that there be avail- tion potential for each node module and to add this value 
able approximations to the nonlinearities, which are suf- to the calculated input term $, at each step in the calcu- 
ficiently simple to permit the digital computer to generate lation. 
the ,nonlinear function @, for each net point without an The second alternative farm of the computer system 
uneconomic expenditure computing time. 'Or 40 is used when the nonlinear functions to be generated are 
complex nonlinear functions, it may be preferable to  use relatively complex, or when it is ,desired to change these 
a second form of the system including an analog function functions frequently. ~~~i~~ these situations it may be 
generating unit. preferable to generate the nonlinear potential $, using The first alternative form of the computer system, as equipment instead of relying upon *e digital shown in FIGURE 8, is a closed loop of analog and digital 45 puter. In that event the hybird computer loop is modi- 
components. The loop consists of the following elements- fied, as shown in FIGURE 9,  by the addition of an anam 
A network of node modules " of the type shown in log function generating unit 200 and a function generator FIGURES 6b and 6c* One for each point in 'pace. conlmutator 202. function generator commutator An output commutator 102 which samples the output may also be a Model ~ ~ 2 9 ' 1 ~  scanner manufactured by s i m l  ($2) of each node m ~ d u l e  in turn. The parallel D~~~~ avision of Hewett-Paclcard Co. me function 
outputs of the analog network are therefore converted 50 generating unit 2W receives at its input the necesJary 
into serial form. The ontput commutator 102 may be 
a Model DY2911 scanner by the Dymec fentials $0 to $14- These potentials (which correspond 

to the potentials $0 and $5 of various node modules) are Division of the Hewlett-Packard Co. An ana!og-digital read out of the memory of the digital computer as converter 104 which translates the analog voltages at 
the outputs of each of the node modules into a digital 55 required and are cOnveaed into the digita1- 

code compatible with that of the digital computer. The converter log. The 202 is 

converler may be a Model DY2401A to distribute these potentials to corresponding sample-hold 

integrating voltmeter manufactured by the Dymec Divi- circuits within the analog function generator unit. The 

sion of the Hewlett-Packard co. A digital computer 105, output of the function generating unit is applied to the 
with a memory capacity at least equal to three times the 60 main input commutator, which in turn distributes these 
number of net points. For this purpose a small computer potentials to the appropriate node modules. Thus the 
such as the BM 797, Packard-Bell 250 or tile Bendix function-generator commutator goes through a complete 

may be used. A digital-analog converter to cycle each time the input commutator steps from the in- 
translate the output signals of the digital computer into put terminal of the node module to that of the next node 
analog form. A digital-analog converter as shown in 65 
FIGURE 18.75 and described on page 18.45 of the "Corn- FIGURE 10 is an example of a function generating 
puter ~ ~ ~ d b ~ o k "  (Huskey and I(orn editors) published generating the potentials of Equation 18 
by McGraw-Hill, may be used for this purpose. An input which conespand to the nonlinear terms of ~quations 1 
commutator 100 to distribute the sequentially arriving and 2. 
a.nalog signals at the loutput of thc digital-analog converter 70 The function generating unit normally would contain 
to the appropriate input terminals of the node modules. one c1.r more biased-diode function generators. In the 
The input commutator 100 may also be a Model DY2911 example shown in FIGURE 10 three biased-diode genera- 
scanner manufactured by the Dymec Division of the tors 300 are used. These biased-diode function genera- 
Hewlett-Packard Co. A control-timer 3110 synchronizes tors 300 approximate nonlinear functions by a piecewise 
the operation of the various units in the loop 1112 lo 75 linear approximation, usually employing 20 or more line 
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ing a plurality of interconnected circuit elements and 
with the circuit elements of each node module inter- 
connected with the circuit elements of other circuit 
elements to  form an electrical circuit array having 
electrical characteristics simulating the characteristics 6 
a t  discrete field positions of the field, 

first means operatively coupled to the input terminals 
of the plurality of node modules for distributing 
analog signals to the node modules representative of 
the initid characteristics of the field at a particular 
time, 

second means operatively coupled to the output termi- 
nals of the plurality of node modules for sampling 
the analog signals appearing at  the output terminaIs 
of the plurality of node modules and for producing 15 
output signals in accordance with the sampled signals, 

third means operatively coupled to the second means 
and responsive to the output signals for producing 
digital signals having characteristics in accordance 
with the characteristics of the output signals, 20 

fourth means operatively coupled to the third means 
and responsive to the digital signals for storing the 
digital signals, 

fifth means operatively coupled to the fourth means 
and to the first means and responsive to  the stored 25 
digital signals for producing analog signals having 
characteristics in accordance with the digital signals 
and for coupling the analog signals to the first means. 

2. A computer for solving field equations representing 
transient field problems, including 30 

a plurality of node modules having input and output 
terminals with individual ones of the plurality of 
node modules simulating the characteristics of dis- 
crete points in the field, 

first means operatively coupled to the input terminals 35 
of the plurality of node modules for distributing sig- 
nals to the node modules representative of the initial 
characteristics of the field at a particular time, 

second means operatively coupled to the output termi- 
nals of the plurality of node moduIes for sampling 40 
signals appearing at the output terminals of the plu- 
rality of node modules and for producing output sig- 
nals in accordance with the sampled signals, 

third digital computer means operatively coupled to  the 
second means and responsive to the output signals 45 
produced by the second means for storing the output 
signals and for modifying the characteristics of the 
stored signals in accordance with the characteristics 
of the field equations representing the transient field 
problems, and 50 

fourth means operatively coupled to the first and third 
means and responsive to the modified signals pro- 
duced by the third means for coupling the modified 
signals to the first means. 

3. The computer as described in claim 2 wherein digital 55 
signals representing initial characteristics of the discrete 
points in the field are applied to the digital computer. 

4. The computer of claim 2 wherein the digital com- 
puter additionally modifies the stored signals to correct 
for errors in the computer system. 60 

5. The computer of claim 2 wherein the first means 
include a converter for producing analog signals having 
characteristics in accordance with the characteristics of 
the modified signal and wherein the second ,means in- 
'clude a converter for producing digital signals having 65 
characteristics in accordance with the characteristics of the 
signals appearing at the output terminals of the plurality 
of node modules. 

6. A computer for solving field equations representing 
transient field problems, including 70 

a plurality of node modules having input and output 
terminals for simulating the characteristics of discrete 
points in the field, each of the node modules inclnd- 
ing a plurality of interconnected circuit elements and 
with the ~ircpit elements of each node module inter- 75 
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connected with the circuit elements of other circuit 
elements to form an electrical circuit array having 
electrical characteristics simulating the characteristics 
at discrete field positions of the field, 

first means operatively coupled to the input terminals 
of the plurality of node modules for distributing sig- 
nals to the node modnles representative of the initial 
characteristics of the field at a particular time, 

secoad means operatively couipled to the output termi- 
nals of the plurality of node modules for sampling 
signals appearing at the output terminals of the plu- 
rality of node modules and for producing output sig- 
nals in accordance with the sampled signals, 

third digital computer means operatively coupled to the 
second means and responsive to the output signals 
produced by the second means for storing the output 
signals and for modifying the characteristics of the 
stored signals in accordance with the characteristics 
of the field equations representing the transient field 
problems, and 

fourth means operatively coupled to the first and third 
means and responsive to the modified signals pro- 
duced by the third means for coupling the modified 
signals to the first means. 

7. A computer for solving transient field problems, in- 
cluding, 

a plurality of node modules having input and output 
terminals with individual ones of the plurality of 
node modules simulating the characteristics of dis- 
crete points in the field. 

first means operatively coupled to the input terminals 
of the plurality of node modules for distributing 
signals to the node modules representative of the 
initial characteristics of the field at a particular 
time, 

second means operatively coupled to the output ter- 
minals of the plurality of node modules for sampling 
signals appearing at the output terminals of the plu- 
rality of node modules and for producing output 
signals in accordance with the sampled signals, and 

third means including a digital computer operatively 
coupled to the first and second means and respon- 
sive to the output signals produced by the second 
means, for storing the output signals and for cou- 
pling the stored signals to the first means and where- 
in digital signals representing the initial character- 
istics of the discrete points in the field are applied 
to the digital computer. 

8. A computer for solving transient field problems, in- 
cluding, 

a plurality of node modules having input and output 
terminals with individual ones of the plurality of 
node modules simulating the characteristics of dis- 
crete points in the field, 

first means operatively coupled to the input terminals 
of the plurality of node modules for distributing 
signals to the node modules representative of the 
initial characteristics of the field a t  a particular 
time, 

second means operatively coupled to the output ter- 
minals of the plurality of node modules for sampling 
signals appearing at the output terminals of the plu- 
rality of node modules and for producing output 
signals in accordance with the sampled signals, and 

third means including a digital computer operatively 
coupled to the first and second means and responsive 
to the output signals produced by the second means, 
for storing the output signals and for coupling the 
stored signals to the first means and wherein the 
digital computer modifies the stored signals to cor- 
rect for errors in the computer system. 

9. A computer for solving transient field problems, in- 
cluding, 

a plurality of nbde modules having input and output 
terminals with individual ones of the plurality of 
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node modules simulating the characteristics of dis- signals for modifying the characteristics of the stored 
crete points in the field by an analog representa- signals in accordance with the characteristics of the 
tion of the field, field equations representing the transient field prob- 

first means operatively coupled to the input terminals lems, and 
of the plurality of node modules for distributing 5 fifth means operatively coupled to the first and fourth 
analog signals to the node modules representative means and responsive to the modified signals pro- 
of the initial characteristics of the field at a particu- duced by the fourth means for coupling the modified 
lar time, signals to the first means. 

second means operatively coupled to the output ter- 11. A computer for solving field equations representing 
minals of the plurality of node modules for sampling 10 transient field problems, including, 
the analog signals appearing at the output terminals a plurality of node modules having the input and out- 
of the plurality of node modules and for producing put terminals with individual ones of the plurality of 
output signals in accordance with the sampled sig- node modules simulating the characteristics of dis- 
nals, crete points in the field, 

third means operatively coupled to the second means 15 first means operatively coupled to the input terminals 
and responsive to the output signals for producing of the plurality of node modules for distributing sig- 
digital signals having characteristics in accordance nals to the node modules representative of the initial 
with the characteristics of the output signals, conditions of the field at a particular time, 

fourth means including a digital computer operatively second means including a converter operatively cou- 
coupled to the third means and responsive to the 20 pled to the output terminals of a plurality of node 
digital signals for storing the digital signals and modules for sampling signals appearing at the out- 
wherein digital signals representing the initial char- put terminals of the plurality of node modules and 
acteristics of the discrete points in the field are ap- for producing digital signals having characteristics 
plied to the digital computer, and in accordance with the characteristics of signals a p  

fifth means operatively coupled to the fourth means 25 pearing at the output terminals of the plurality of 
and to the first means and responsive to the stored node modules, 
digital signals for producing analog signals having third means operatively coupled to the second means 
characteristics in accordance with the digital signals and responsive to the output signals produced by the 
and for coupling the analog signals to the first means. second means for storing the output signals, 

10. A computer for solving field equations representing 30 fourth means operatively coupled to the third means 
transient field problems, including, and to the first means and responsive to the stored 

a plurality of node modules having the input and out- signals for modifying the characteristics of the stored 
put terminals with individual ones of the plurality of signals in accordance with the characteristics of the 
node modules simulating the characteristics of dis- field equations representing the transient field prob- 
crete points in the field, 35 lems, 

first means operatively coupled to the input terminals fifth means operatively coupled to the first and fourth 
of the plurality of node modules for distributing means and responsive to the modified signals pm- 
signals to the node modules representative of the duced by the fourth means for coupling the modi- 
initial conditions of the field at a particular time, fied signals to the first means, and 

second means operatively coupled to the output ter- 40 sixth means operatively coupled between the third and 
minals of a plurality of node modules for sampling fourth means for producing digital signals having 
signals appearing at the output terminals of the plu- characteristics in accordance with the characteristics 
raIity of node modules and for producing output of stored signals. 
signals in accordance with the sampled signals, 

third means including a digital computer operatively 45 References Cited by the Examiner 
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