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Method for separating a mixture of source signals to regain 
said source signals, said method being based on measured 
signals. The method being characterized in, that every 
measured signal is brought to a separation structure com- 
prising cross connected linear filters and subsequent adders, 
that cross correlation functions between the signals after said 
adders are calculated for delays k between a first delay K1 
and a last delay K2, that a criterion function is used to 
determine how the linear filters comprised in said separation 
structure will be designed in every real situation, that said 
criterion function is formulated as a sum of terms where the 
addition is extended to all possible cross correlation func- 
tions between the output signals of separation structure at all 
possible delays (k) between K1 and K2, and that each term 
in said sum has a weight factor and another factor consisting 
of an even function, f, of a specific cross correlation function 
at a specific delay. 
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SIGNAL SEPARATION 

TECHNICAL FIELD 

[0001] The present invention relates to a new method of 
separating N source signals from N linear combinations of 
said signals using a criterion based on second order statis- 
tics. The basic idea is that every input signal (measurable 
signal) consists of a number of source signals. The purpose 
of the invention is to separate the source signals from the 
measurable signals using a criterion. 

BACKGROUND OF THE INVENTION 

[0002] In many situations, measuring and sampling of 
signals are performed for specific purposes as in the fields of 
cellular phones, data communication, medical measuring 
equipment, etc. At such a measuring, there are one or more 
primary signals and several secondary signals. The primary 
signals are the signals of interest for the receiver of the 
measurement and the secondary ones are not desired. 

[0003] In a situation where a telephone is used in a car, the 
primary source signal can be the speaker and the secondary 
source signal background noise. The receiver of such a 
phone conversation experiences the secondary source signal 
as a disturbance. Therefore it is desired to reduce the 
secondary signal. This can be achieved by measuring the 
signal in the car using at least two microphones. 

[0004] GSM cellular phones use a so called speech coder 
with which you code the voice so that a narrow bandwith 
digital transmission can be used for transferring the com- 
munication. In order to achieve a coding, it is required that 
the signals is a speaking voice, i.e. not singing, music, etc. 
If the primary signal is disturbed by other secondary signals 
such as noise, music and so on, the result of the speech 
coding can be very poor, even not understandable. There- 
fore, there is much to gain by using the suggested invention 
in a preprocess to the speech coding so that effects of 
secondary signals are reduced. 

[0005] Another problem in the telecommunications area is 
occuring echos. Echos can appear when a four wire con- 
nection is to be converted into a two wire connection. The 
converting can be realized with a so called hybride. For a 
specific connection the echo can be insignificant, but since 
the communication can be connected in a variety of different 
ways echos can appear. The problem is solved by an echo 
cancellor. The present invention has the potential of achiev- 
ing better performance than a conventional echo cancellor 
and this is without surveillance strategies. 

[0006] The importance of antenna array techniques are 
steadily increasing and with it the problem of separating 
conversations increases. Normally, an antenna array consists 
of a number of antennas arranged in a row. These antennas 
can, with the help of software, be controlled so that antenna 
lobe is arranged in the desired direction. If two mobile units 
are in the same area, it can be motivated to regard the 
potential of the invention in order to increase the quality of 
the signals of the mobile units separately. 

[0007] When data is transferred via an electric cable, 
superposition of different data sequences may occur. The 
effects of this can be reduced by using the present invention. 

[0008] A hearing impaired person normally has problems 
to separate the primary signal from the secondary one with 
the use of a conventional hearing aid. As an example, the 
armature of a fluorescent tube can be a secondary signal 

causing a great disturbance in the hearing aid. The present 
invention can reduce this disturbance. A similar problem 
occurs when the hearing impaired person is having a con- 
versation in a group of people. This problem is also called 
the cocktail party problem. The present invention can reduce 
the effect of this problem. 

[0009] Medical measuring equipment, such as electrocar- 
diogram (E.C.G.), can also use the invention in order to give 
prominence to the signal of interest at the measuring. 

[0010] In an article from 1991 [I] a technique to separate 
source signals mixtures without memory was presented. The 
technique is based on the assumption that the sources are 
statistically independent of each other. By evaluating all 
possible moments of the measured signals it is theoretically 
possible to separate the source signals from each other. 
However, it is practically impossible to evaluate all such 
moment since in the neneral case there is an infinite number a 

of such moments. The method presented in [I] aims at via 
first and third moments accomplish a separation. By formu- 
lating the cross moments of the measures signals a non linear 
system of simultaneous equation appears, which can be 
solved by iteration. The solution to that system is not unique 
since the system is non-linear. This method as such is 
afflicted with problems since the cross moment equations are 
chosen by the user, i.e. in advance it is not possible to know 
whether the solution represents a minimum. If the desired 
solution does not represent a minimum, the iterative solution 
will not converge to it. In an article from 1994 [2] a class of 
criteria for this type of problem is presented. The criteria 
class is called contrast functions. If the problem is formu- 
lated with assistance of a contrast function, it is known that 
the desired point is a maximum of the contrast function, 
which means that an iterative method can be formulated. 
This means that if the algorithm is initiated in a suitable 
vicinity of the desired solution the algorithm will converge 
to it. 

[0011] Separation of dynamic source signal mixtures has 
been presented parallel to methods for statistical mixtures. 
One of the first which was presented was Adaptive Noise 
Cancellation (ANC) [3]. This method assumes that one of 
the measured signals consists of one and only one source. 
This assumption is not realistic in many of the problems 
mentioned previously. In an articel from 1985 [4] a method 
was presented which uses a backward demixing structure. 
The method for separation of measured signals is based on 
a connected version of ANC. In the method the square of the 
demixing signals s l  and s2 are minimized. Since the mini- 
mization takes place via two independent criteria, it can not 
be said that the method will solve the problem. This method 
is a subject of a patent application. 

[0012] The problem with dynamic mixtures is also 
described in articles [5] and [6], of which the latter is of 
interest since it can potentially solve the problem via a 
minimization of the loglikelyhood function. This requires 
however, that this function can be formulated. The authors 
of [6] wrote 1993 an article [7] which presents a method for 
separating dynamically mixed signals via a decorrelation 
method. This method is a subject of a patent application. In 
the patent application it is started out from ANC and it is 
demonstrated how the solution seems when the requirements 
of ANC are fulfilled. Thereafter, a generalization is formu- 
lated of this solution. The generalization is of ad hoc 
character and cannot therefore be said to be correct. If the 
method is to separate two dynamically mixed sources with 
different zero weights, then the algorithm will not solve the 
problem. This indicates that the generalization is not correct. 
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[0013] Also, ANC is based on minimization of an auto 
correlation, and in the described generalization the desired 
solution can be represented by a saddle point rather than by 
a minimum In such a case, convergence to the desired 
solution will not occur. In an article from 1994 [S], a method 
is described to solve the problem with dynamic channels by 
using higher order moment. In that article the authors claim 
that the method can be designed by means of a cost function. 
This method is a subject of a patent application. However, 
the method is not based on second order statistics, which 
results in the need of great computer computational power 
and more samples. 

MOST CHARACTERIZING PARTS OF THE 
INVENTION 

[0014] Characteristics of the present invention are that 
every measured signal is brought to a separation structure 
comprising cross connected linear filters and subsequent 
adders, or that every measured signal is brought to a 
separation structure comprising adders and cross connected 
linear filters of output signals of said separation structure, 
and that cross correlation functions between the signals after 
said adders are calculated for delays k between a first delay 
K1 and a last delay K2, that a criterion function is used to 
determine how the linear filters comprised in said separation 
structure will be designed in every real situation, that said 
criterion function is formulated as a sum of terms where the 
addition is extended to all possible cross correlation func- 
tions between the output signals of separation structure at all 
possible delays (k) between K1 and K2, and that each term 
in said sum has a weight factor and another factor consisting 
of an even function, f, of a specific cross correlation function 
at a specific delay. 

DESCRIPTION OF THE DRAWINGS 

[0015] FIGS. 1-5 shows implementations of the present 
invention 

DESCRIPTION OF A PREFERRED 
EMBODIMENT 

[0016] The present invention relates to a new method or 
separating N source signals from N linear combinations of 
said signals using a criterion based on second order statis- 
tics. It is crucially important to note that the present inven- 
tion can be based on second order statistics. As is well 
known to the man skilled in the art, higher order statistics 
(HOS) requires a large number of samples in order to 
achieve a good estimate. This results in that algorithms 
based on HOS converges slowlier and performs poorer than 
methods which are based on second order statistics. 

[0017] Supposing that there are N independent and 
unmeasurable signals which are called source signals. The 
source signals are input signals to an unknown system, 
called a channel system. The output signal of the channel 
system are measurable signals called observable signals. 
Each observable signal is connected to each source signal 
via channels (linear filters). All channels associated with a 
measurable signal is called a channel subsystem. The chan- 
nel system is consituted by all participating channel sub- 
system. It should be noted that the observable signals 
normally is not independent of each other. 

[0018] Separation of the source signals from the observ- 
able signals is formulated in the following way. Given a 
number of source signals, a number of observable signals 

and a channel system, the purpose is to separate the source 
signals from the observable signals, via a demixing system 
controlled by a criteria. 

[0019] The algorithm which is the result when minimizing 
a criterion can be formulated as a first order gradient method 
(LMS) or a second order gradient method (Newton) or a 
combination (regularized Newton). 

[0020] The separation structure needed for this is depicted 
i FIG. 2. It should be noted that this structure does not give 
estimates of the source signals but filtered estimates of the 
source signals. Alternatively, a post filtering is performed Of 
the estimates of the structure shown in FIG. 2 in the same 
spirit as the one in FIG. 4. Principally, the separation 
structure constitutes a channel system. In order to achieve 
separation, it is required that the channels are suitably 
adjusted. The methods described in [7] presents an ad hoc 
control of the channels which may result in divergence. By 
relating the control of the channels in the separation struc- 
ture to a criteria, it is possible to guarantee that the desired 
solution represents a minimum which implies a radius of 
convergence to the solution. However, it should be noted 
that the systems which hereby appear are non-linear, which 
can result in the existence of multiple convergence points. 
This problem can be reduced by a priori knowledge or by the 
fact that the signals after separation present an improved 
quality. 

[0021] The criterion or cost function which is planned to 
be used is minimization of an even function with cross 
correlation as an argument. The even function is in turn 
multiplied with a weight function. The cost function is 
constituted by the sum from lag L1 to lag L2 by the cross 
correlations. Using mathematics, this is formulated as: 

[0022] where w(1) is a strictly positive real function (the 
weight function), f(x)&O Vx is an even function and 0 is a 
vector with channel weights. It is noted that since the 
sequences are assumed to be real, also each cross correlation 
RSkj (0,l) is also real and thus V(0) is real. 

[0023] The minimum of (1) is therefore V(O,)=O,, where 
0, is the vector with true channel weights. 

[0024] By obtaining the derivative of 0 of this criterion, 
the gradient is obtained. An iterativ solution to (1) can then 
be formulated as 

[0025] where p(n) is an adaptational amplification. If the 
error surface represented by V(0) is flat, the iterative solu- 
tion (2) results in a slow convergence. This can improved by 
multiplying the gradient to the criterion with the inverse of 
its Hessian matrix, i.e. 
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[0026] The mulitplication implies an increased updating 
speed in 0. A problem is however that the Hessian must be 
positively definite or else the direction of movement can be 
influenced in an undesired way. In order to solve this 
problem a modified Hessian can be used. This one is 
guaranteed to be positively semidefimite and is defined as 

[0027] where T implies the transposed matrix. 

[0028] In the deduction of this algorithm, it is assumed 
that the source signals are stationary and stochastical pro- 
cesses. Aspeech signal is not a stationary process but can be 
modulated as one in blocks, i.e. we can assume that the 
correlation function is time varying. Also, it is possible 
without greater complications to describe the algorithm in 
terms of a more general form of correlations, i.e. not 
stationary. Generally the correlation function can be written 
as R(i,l) where i and j are lag to the correlation. If the process 
is stationary the correlation only depends on the difference 
of these lags. The correlation between two stochastical 
processes y and z can be defined as: 

R,,(~O=E{~(~+~IY(~+Q} 

[0029] If the processes y and z are stationary the above 
correlation can be written as: 

[0030] Further, two source signals and two measuring 
equations will be assumed. In FIG. 3 the scenario of the 
channel system is shown. We here contemplate the source 
signal xl(n) as the primary signal, i.e. the signal which is 
assumed to be of interest for the user of the invention. The 
primary signal can be speech, data, etc. The secondary signal 
is hereby denoted x2(n). This signal constitutes what the 
user desires to eliminate. The secondary signal can be 
constituted by a background disturbance which in turn may 
be constituted by several sources. The invention can thereby 
separate primary and secondary signals from the two observ- 
able equations el(n) and e2(n) under the condition that the 
primary signal and the secondary signal are independent 
(uncorrelated is sufficient). We hereby use equation (1) with 
the choice f(x)=x2 and establish that the criteria to be 
minimized are given by 

[0031] It should be noted that the weight function is not 
dependent on the parameters and can therefore be seen as 
constants in the context of obtaining the derivative. This 

gives us an opportunity, without loss of generality, to set the 
weight function to 1 for all choices of 1. 

[0032] Principally, the cross correlation function would be 
able to be estimated by means of the outputs of the separa- 
tion structure in FIG. 4. A better method is, however, to 
determine an explicit expression for the cross correlation 
given stationarity and a decided number of parameters. This 
is better since an estimate of the cross correlation is influ- 
enced by the parameters in the separation structure and an 
uncertainty arises in the estimate. Assuming temporary 
stationarity in el(n) and e2(n), this implies that estimates of 
correlations with regard to these stable estimates and the 
effect of parameter alterations are only observable when 
calculating the cross correlation by using the explicit expres- 
sion. Under ideal circumstances estimating the cross corre- 
lation and its calculation would not differ. Practically, esti- 
mating implies an undesrired uncertainty in the estimates, 
however. In applications with high data rates, it can be 
rewarding to estimate the cross correlation. Differently put, 
it is an decision to take which depends on the application. 

[0033] The cross correlation is given by 

RslsZ(e.O=Re,eZ(O-cTreZe2(Q-dTre1e2(Q+cT&Zel(Qd 

[0034] where 

[0035] the vectors and matrix in the equation follows from 
the definition of the cross correlation and FIG. 4. Formu- 
lation of an LMS-like method and a Newton method follows 
from equation (5) and equation (6). 

[0036] Depending on the forward- (FIGS. 4) or the back- 
ward-connected (FIG. 5) separation structure being used, 
different expressions for updating the coefficients in e are 
obtained. It should be noted that the backward connected 
structure results in immediate estimates of the source sig- 
nals. The forward connected example requires an inverse 
filtering of the output signals to obtain a similar result. The 
advantage with the forward connected separation structure is 
that it is stable if the involved filters are of FIR type. 

[0037] By using a regularized Newton algorithm the 
method can be used without the use of signal detectors. The 
task of a detector would be to detect whether the useful 
signal exists. In e.g. ANC this is necessary if the reference 
signal contains the primary signal. 

[0038] The method comprises the following steps: 

[0039] 1. Deciding the correlations el(n) and e2(n). 

[0040] 2. Calculating cross correlation values R,,,,(l) 
Vl: L lS lSL2  determine the cost 

[0041] 3. Updating channel weights with one of the 
three types of algorithms (LMS, Newton or Reg. N) 

[0042] 4. Updating correlations of el(n) and e2(n). 

[0044] Suitable choices of L1 and L2 are L2270 and 
L1=-L2. A suitable choice of f(*) is f(x)x2. The task of the 
weight function is to put the most weight at the minimization 
of the cross correlation lag with good accuracy, i.e. 
-3OSlS30. 
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[0045] Preferably, the method is to be implemented with a correlation functions between the output signals of 
Digital Signal Processor or a fast Micro Processor, alterna- separation structure at all possible delays (k) between 
tively, a custom design circuit can be used. K1 and K2, and 

[0046] It should be noted that the present inventions can that each term in said sum has a weight factor and another 
be implementd in several ways with within the scope of the factor consisting of an even function, f, of a specific 
appended claims. cross correlation function at a specific delay. 

[0047] It should be noted that the number of measurable 2. Method for separating a mixture of source to 

signals can he limited to two. regain said source signals, said method being based on 
measured signals, characterized in, 
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1. Method for separating a mixture of source signals to 
regain said source signals, said method being based on 
measured signals, characterized in, 

that every measured signal is brought to a separation 
structure comprising cross connected linear filters and 
subsequent adders, 

that cross correlation functions between the signals after 
said adders are calculated for delays k between a first 
delay K1 and a last delay K2, 

that a criterion function is used to determine how the 
linear filters comprised in said separation structure will 
be designed in every real situation, 

that said criterion function is formulated as a sum of terms 
where the addition is extended to all possible cross 

adders are calculated for delays k between a first delay K1 
and a last delay K2, 

that a criterion function is used to determine how the 
linear filters comprised in said separation structure will 
be designed in every real situation, 

that said criterion function is formulated as a sum of terms 
where the addition is extended to all possible cross 
correlation functions between the output signals of 
separation structure at all possible delays (k) between 
K1 and K2, and 

that each term in said sum has a weight factor and another 
factor consisting of an even function, f, of a specific 
cross correlation function at a specific delay. 

3. Method according to claim 1, characterized in, 

that the number of measurable signals is two. 
4. Method according to claim 2, characterized in, 

that the number of measurable signals is two. 
5. Method according to claim 1 and/or 3, characterized in, 

that said function f is the quadrature function. 
6. Method according to claim 2 and/or 4, characterized in, 

that said function f is the quadrature function. 
7. Method according to claims 1 , 3  or 5, characterized in, 

that said filters of said separation structure are controlled 
by one of the algorithms LMS, Newton or regularized 
Newton. 

8. Method according to claims 2 , 4  or 6, characterized in, 

that said filters of said separation structure are controlled 
by one of the algorithms LMS, Newton or regularized 
Newton. 

9. Method according to claims 1,3,  5 or 7, characterized 
in, 

that said filters of said separation structure are of finite 
impulse responce (FIR) type. 

10. Method according to claims 2 ,4 ,6  or 8, characterized 
in, 

that said filters of said separation structure are of finite 
impulse responce (FIR) type. 
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